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1. Introduction.

Let $M$ be a smooth Cartan-Hadamard manifold with pinched negative sectional curvature, viz. a complete, noncompact, simply-connected $C^\infty$ Riemannian manifold without boundary, whose all sectional curvatures $\kappa$ satisfy

$$-c_2 \leq \kappa \leq -c_1$$

for some fixed constants $c_2 \geq c_1 > 0$. For the sake of concision, later on we will refer to (1.1) (resp. to $M$) as the “pinching property” (resp. as a pinched CH manifold). Let $\rho$ be the Riemannian distance on $M$ and $d \geq 2$ be its dimension. We will make the following further assumption on the curvature tensor of $M$ at infinity:

**Assumption 1.1.** — For every $\lambda > 0$, there exists $K_\lambda > 0$ such that for every $z \in M$ and every normalized exponential chart centered in $z$ with radius $\lambda$, the Christoffel symbols associated with the Levi-Civita connection in this chart are bounded by $K_\lambda$, as well as their derivatives up to order two.

**Keywords:** Brownian bridge, Cartan-Hadamard manifold, comparison theorems, Cox-Ingersoll-Ross process, heat kernel, large deviations, rank-one noncompact symmetric space.

**Math. classification:** 58J65, 60F10, 60H30.
This assumption holds for example when $M$ is a rank-one symmetric space of the noncompact type (by transitive action of the underlying isometry group) or the universal covering of a compact manifold with pinched negative sectional curvature (by compacity). It seems difficult to find a tractable analogous condition on a global chart diffeomorphic to $M$ which exists by Cartan-Hadamard’s theorem. For example, some Christoffel symbols associated with Poincaré’s half-plane model for the hyperbolic plane have an exponential growth. Notice finally that this assumption entails that $\nabla R$ is uniformly bounded on $M$, where $R$ stands for the curvature tensor. However, we got stuck in proving that the converse is true.

For every $x \neq y \in M$, set $\varphi(x, y) = \{\varphi(x, y)(t), t \in \mathbb{R}\}$ for the unit-speed geodesic satisfying $\varphi(x, y)(0) = x$ and $\varphi(x, y)(\rho(x, y)) = y$, and

$$S(x, y) = \{\varphi(x, y)(t), t \in [0, \rho(x, y)]\}$$

for the geodesic segment between $x$ and $y$. Fix $x \in M$ and a unit vector $v \in T_x M$. Define $y(s) = \exp_x(sv)$ for every $s \geq 0$, and consider the $M$-valued Brownian motion $X(s) = X_{x,y}(s)$ started at $x$ and conditioned to hit the point $y(s)$ at time 1. More precisely, we ask $X(s)$ to solve the Itô equation

$$d\nabla_{\text{Itô}} X_t(s) = A(X_t(s)) dB_t + V_t(s, X_t(s)) dt,$$

where $B$ is an $\mathbb{R}^m$-valued Brownian motion ($m \geq d$), $A \in \Gamma(\mathbb{R}^m \otimes TM)$ satisfies $A(z)A(z)^* = \text{Id}_{T_z M}$ for every $z \in M$, $p_t(z, y)$ is the heat kernel on $M$ and

$$V_t(s, z) = \text{grad} \log p(1 - t, \cdot, y(s))(z).$$

Let $y = y(1)$ and $f: M \to \mathbb{R}_+$ be the function $z \mapsto \rho^2(z, \varphi(x, y))$, viz. $f(z)$ is the square of the distance from $z$ to the whole geodesic $\varphi(x, y)$. Consider the process $\{Z_t(s) = f(X_t(s)), t \geq 0\}$, and for every $a > 0$ the event

$$\Lambda_{a}^{x,v,s} = \left\{ \sup_{t \in [0,1]} Z_t(s) \geq a \right\}.$$

In the following, we will write $\mathcal{K}_c^a = (2/c) \log (\cosh c \sqrt{a})$ for every $a, c > 0$. The aim of this paper is to prove the following

**Theorem 1.2.** — Under Assumption 1.1 and with the above notations, for every $a > 0$

$$-\mathcal{K}_{c_2}^a \leq \liminf_{s \to \infty} s^{-1} \log \mathbb{P} [\Lambda_{a}^{x,v,s}] \leq \limsup_{s \to \infty} s^{-1} \log \mathbb{P} [\Lambda_{a}^{x,v,s}] \leq -\mathcal{K}_{c_1}^a,$$
uniformly in \( x \in M \) and \( v \in T_xM \) such that \( \|v\| = 1 \). Besides, the same result holds in replacing \( \varphi(x, y) \) by \( S(x, y) \) in the definition of \( \Lambda^{x,v,s} \).

This result means that the Brownian bridge “concentrates” around the geodesic line – resp. the geodesic segment – joining its two extremities when the distance between the latter tends to infinity, and extends to pinched CH manifolds the main theorem of [21], which established the result on the real hyperbolic plane with constant sectional curvature -1 (in this case one finds then an exact limit given by \( K_1 \)). Recall that originally, a weak version of this concentration result had been obtained by Eberle [7], providing the key-step in the construction of a counterexample for the existence of a spectral gap on the loop space over a compact Riemannian manifold.

The main argument used in this paper to obtain Theorem 1.2 is entirely different from the techniques developed in [7] and [21], where the Brownian bridge was rather considered as an \( h \)-transform of Brownian motion. Here, we choose to work directly on the SDE (1.2), and the main point consists in obtaining the following limit theorem for its drift coefficient when \( s \to \infty \):

\[
(1.4) \quad \lim_{s \to +\infty} s^{-1} V_t(s, X_t(s)) = \dot{\varphi}(X_t(s), y(\infty))(0).
\]

Indeed, once (1.4) is obtained, a simple application of Itô’s formula to the process \( Z \), combined with Alexandrov-Toponogov’s triangle comparison theorem and the comparison theorem for real SDE’s shows that when \( s \to \infty \), a.s. \( Z_t \) lies roughly between the solutions of the SDE’s

\[
Y_t^i = 2 \int_0^t \sqrt{Y_u^i} dB_u - 2s \int_0^t \sqrt{Y_u^i} \tanh \left( c_i \sqrt{Y_u^i} \right) du + k_it, \quad i = 1, 2
\]

where \( k_1, k_2 \) are positive constants. An asymptotic analysis of these latter diffusions of the Cox-Ingersoll-Ross type, performed with the help of stochastic calculus and first passage time techniques, delivers then the required lower and upper exponential speeds of convergence \(-sK_{c_i}^a, i = 1, 2\).

By the way, we remark that these speeds of convergence can be computed in integrating from 0 to \( a \) the functions \( 2b_i(x)/a^2(x) \), where \( a(x) = 2\sqrt{x} \) is the diffusion coefficient and \( b_i(x) = -2s\sqrt{x} \tanh (c_i \sqrt{x}) \) is the dominating drift coefficient of the corresponding diffusion. However, we could not find any sensible geometrical explanation of this computation.

Up to technical details – which are a bit reminiscent to those of Eberle’s paper, the limit theorem (1.4) is actually a direct consequence of the following logarithmic derivative estimate of the heat kernel on \( M \), when \( \rho(x, y) \to +\infty \):

\[
(1.5) \quad \rho(x, y)^{-1} \text{grad} \log p_t(\cdot, y)(x) \to t^{-1} \dot{\varphi}(x, y)(0).
\]
This estimate, which may be interesting by itself as a pendant to Bismut’s celebrated estimate for $\nabla \log p_t(\cdot, y)(x)$ in small time – see Theorem 3.8 in [3], is rather easy to obtain analytically on real hyperbolic spaces or rank-one noncompact symmetric spaces, because of the existence of (more or less) closed formulae thereon. The situation is however much more complicated on general pinched CH manifolds. To achieve our proof, we use then probabilistic arguments relying on a “filtered” integration by part formula for the heat kernel [22], [23] and a suitable development in local coordinates where we can perform large deviation estimates and apply Varadhan’s lemma. In the end, we do obtain (1.5) in full generality on $M$, but unfortunately we need the Assumption 1.1 to obtain the uniform convergence in $x$, which is crucial to get (1.4). This explains the restriction on $M$ in the statement of Theorem 1.2. At the end of the paper, we provide an example where (1.5) may fail in the absence of Assumption 1.1.

In addition to being more general, we feel that our proof is more transparent than the ones in [7] and [21], even though it would be quite interesting to see if Martin boundary techniques could also apply on general CH manifolds to study this concentration phenomenon. Yet another approach could be the following: observing by Riemannian comparison that if $M_1, M_2$ are two CH manifolds such that $\sup_{x \in M_2} \kappa_2(x) \leq \inf_{x \in M_1} \kappa_1(x)$ – with the above notations, then for any given geodesics $\gamma_i \subset M_i$ it is possible to construct two Brownian motions $X^i$ starting from $x_i \in \gamma_i$, $i = 1, 2$, such that a.s. $\rho(X^2_t, \gamma_2) \geq \rho(X^1_t, \gamma_2)$, one may wonder if conditioning both $X^i$’s to go back to $\gamma_i$ in time 1 should not force $X^2$ to stay closer to $\gamma_2$ than $X^1$ to $\gamma_1$ in the meantime. Roughly, this would then prove Theorem 1.2 provided the result is already known on real hyperbolic spaces, because of (1.1). Unfortunately, we could not give a rigorous approach to these simple heuristics relying only on the constant curvature case and Riemannian comparison theorems.

2. The case of real hyperbolic spaces.

In this section we generalize the main result of [21] to all real hyperbolic spaces $\mathbb{H}^d(\mathbb{R})$, $d \geq 2$, with constant sectional curvature $-c < 0$. As in [21], the first step consists in estimating the deviations from the origin of a family of diffusions of the Ornstein-Uhlenbeck type with big negative drift. Then we prove the logarithmic derivative estimate of the heat kernel and two further estimates, which entail together with Itô’s formula that the
process \{Z_t, t \geq 0\} becomes very close to these diffusions when \(s \to +\infty\).
The proof of Theorem 1.2 follows then simply from the comparison theorem for one-dimensional stochastic differential equations.

2.1. Asymptotics of first-passage times for CIR-type diffusions.

We begin with an extension of the Proposition of [21], showing that the limit constant therein actually does not depend of the dimension. For every \(\nu \in \mathbb{R}\) and \(c,k > 0\), let \(Y_{\nu,c,k}^\nu\) be the solution to the SDE

\[
Y_{t}^{\nu,c,k} = 2 \int_0^t \sqrt{Y_{s}^{\nu,c,k}} dB_s - 2\nu \int_0^t \sqrt{Y_{s}^{\nu,c,k}} \tanh\left(c\sqrt{Y_{s}^{\nu,c,k}}\right) ds + kt
\]

where \(\{B_t, t \geq 0\}\) is a standard linear Brownian motion. By analogy with Bessel diffusions, we see that (2.1) has a unique strong solution which is positive for every \(t > 0\). In the following we will set \(P_{\nu,c,k}\) for the law of \(Y_{\nu,c,k}^\nu\). If \(\{X_t, t \geq 0\}\) is the canonical process, let \(\{\mathcal{F}_t, t \geq 0\}\) be the canonical completed filtration, and \(T_a\) be the first hitting time of \(X\) at level \(a > 0\): \(T_a = \inf\{t > 0/X_t = a\}\). Notice that under \(P_{0,c,k}\), \(X\) is the square of a Bessel process of dimension \(k\), which we will be sometimes denote by \(X^k\) when no confusion is possible.

**Proposition 2.1.** — For every \(a,c,k,t > 0\),

\[
\lim_{\nu \uparrow +\infty} \nu^{-1} \log P_{\nu,c,k} [T_a < t] = -K_a^a.
\]

**Proof.** — We first notice that it suffices to consider the case \(c = 1\), the general case \(c > 0\) following from a straightforward scaling argument in considering the process \(t \mapsto c^2 Y_{t/c^2}^{\nu,c,k}\). Setting \(P_{\nu,k} = P_{\nu,1,k}\) for simplicity, we will show that

\[
-K_1^a \leq \liminf_{\nu \uparrow +\infty} \nu^{-1} \log P_{\nu,k} [T_a < t] \leq \limsup_{\nu \uparrow +\infty} \nu^{-1} \log P_{\nu,k} [T_a < t] \leq -K_1^a.
\]

**Proof of the lower limit.** — By Girsanov’s theorem and the fact that \(\{T_a < t\} \in \mathcal{F}_{T_a}\), we can write

\[
P_{\nu,k} [T_a < t] = P_{0,k} [T_a < t; L_{T_a}^{\nu,k}]
\]

where

\[
L_{T_a}^{\nu,k} = \exp \left[ -\nu \int_0^{T_a} \frac{\tanh \sqrt{X_s}}{2 \sqrt{X_s}} (dX_s - kd) - \frac{\nu^2}{2} \int_0^{T_a} \tanh^2 \sqrt{X_s} ds \right].
\]
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On the other hand, Itô's formula yields
\[
-\nu \int_0^{T_a} \frac{\tanh \sqrt{X_s}}{2\sqrt{X_s}} \, dX_s
= -(2\nu + 1) \log \cosh \sqrt{a} + (\nu + 1) \int_0^{T_a} \frac{\tanh \sqrt{X_s}}{2\sqrt{X_s}} \, dX_s
+ (\nu + 1/2) \int_0^{T_a} \left( 1 - \frac{\tanh \sqrt{X_s}}{\sqrt{X_s}} - \tanh^2 \sqrt{X_s} \right) \, ds
\]
and we get, after some rearrangements,
\[
(2.2) \quad P^{\nu,k}_{T_a < t} = (\cosh \sqrt{a})^{-(2\nu+1)} P^{\nu+1,k}_{T_a < t} \left[ T_a < t; M^{\nu,k}_{T_a} \right],
\]
where we set \( P^{\nu,k} = P^{-\nu,k} \) and
\[
M^{\nu,k}_{T_a} = \exp \left[ (\nu + 1/2) \int_0^{T_a} \left( 1 + (k - 1) \frac{\tanh \sqrt{X_s}}{\sqrt{X_s}} \right) \, ds \right].
\]
We will now prove that \( P^{\nu+1,k}_{T_a < t} \) tends to 1 as \( \nu \to +\infty \), which is sufficient to obtain the lower limit, because \( M^{\nu,k}_{T_a} \geq 1 \) a.s. Setting \( c_a = \tanh \sqrt{a}/\sqrt{a} \), we see by comparison that if \( P^{\nu+1,k}_{T_a < t} \) stands for the law of the solution to the SDE
\[
X_t = 2 \int_0^t \sqrt{X_s} dB_s + 2c_a (\nu + 1) \int_0^t X_s \, ds + kt,
\]
then \( P^{\nu+1,k}_{T_a < t} \geq P^{\nu+1,k}_{T_a < t} \) for every \( t > 0 \). Under \( P^{\nu+1,k}_{T_a < t} \), we recognize in \( X \) the well-known Cox-Ingersoll-Ross (CIR) process, which can be reconstructed from the square Bessel process \( X^k \) by deterministic time change:
\[
\psi^k_{t,a} = (\nu + 1) c_a \text{ and } \psi^k_{t,a} = \left( 1 - e^{-2c_a^a t} \right) / 2c_a^a.
\]
Using the scaling property of \( X^k \), this entails
\[
(2.3) \quad \{ X_t, t \geq 0 \} \overset{d}= \left\{ e^{2c_a^a t} X^k_{\psi^k_{t,a}}, t \geq 0 \right\},
\]
where we set \( c_a^a = (\nu + 1)c_a \) and \( \psi^k_{t,a} = (1 - e^{-2c_a^a t}) / 2c_a^a \). Using the scaling property of \( X^k \), this entails
\[
(2.4) \quad P^{\nu+1,k}_{T_a < t} \geq \mathbb{P} \left[ X^k_{\psi^k_{t,a}} > a e^{-2c_a^a t} \right]
\]
\[
\geq \mathbb{P} \left[ X^k > 2c_a^a a e^{-2c_a^a t} / (1 - e^{-2c_a^a t}) \right],
\]
which completes the proof of the lower limit, because \( X^k \) does not weight \( \{0\} \) for every \( k > 0 \), and since \( 2c_a^a a e^{-2c_a^a t} / (1 - e^{-2c_a^a t}) \to 0 \) when \( \nu \to +\infty \).

Proof of the upper limit. — We will use a different method, relying on Feller’s spectral theory [9]. Actually, the case \( k = 1 \) was already proved in the same way in the Proposition of [21], with the help of Legendre functions.
But the situation is a bit different when \( k \neq 1 \), because the underlying second order differential equation has then a new singularity at zero – see however the following Remark 2.2.(c) for the case \( k = 3 \). Fix \( a, t > 0 \), \( x \in ]0, a[ \), and set \( \mathbb{P}^{\nu,k}_x \) for the law of the solution to (2.1) starting from \( x \), whence \( \mathbb{P}^{\nu,k}_x [T_a < t] \leq \mathbb{P}^{\nu,k}_x [T_a < t] \) by comparison. Assuming without loss of generality that \( k \geq 2 \), setting \( q = (k - 1)/2 \) and \( X^{\nu,q} \) for the unique (positive) solution to the SDE

\[
X^{\nu,q}_s = \sqrt{x} + B_s - \nu \int_0^s \tanh X^{\nu,q}_u \, du + q \int_0^s \frac{1}{X^{\nu,q}_u} \, du,
\]

we see from Itô’s formula that under \( \mathbb{P}^{\nu,k}_x \) we have a.s. \( T_a = \inf \{ s > 0, X^{\nu,q}_s = \sqrt{a} \} \). Hence, another comparison argument yields

\[
(2.5) \quad \mathbb{P}^{\nu,k}_x [T_a < t] \leq \mathbb{P}^{\nu,k}_x [T_a < t] \leq \mathbb{P} [T_a^{\nu,q} < t],
\]

where \( T_a^{\nu,q} = \inf \{ s > 0, Y^{\nu,q}_s = \sqrt{a} \} \) and \( Y^{\nu,q} \) solves

\[
Y^{\nu,q}_s = \sqrt{x} + B_s - \nu \int_0^s \tanh Y^{\nu,q}_u \, du + q \int_0^s \coth Y^{\nu,q}_u \, du.
\]

Notice now that since \( k \geq 2 \) and according to Feller’s classification – for which we use Mandl’s terminology, see [18] pp. 13, 24-25 and 67 – the diffusion \( Y^{\nu,q} \) has a natural boundary at \(+\infty\) and an entrance boundary at 0. Hence, according to Feller’s spectral theory – see Theorem 4 p. 11 in [9] or Lemma 3 p. 62 in [18], for every \( \lambda > 0 \) the Laplace transformation \( \mathbb{E}[e^{-\lambda T_a^{\nu,q}}] \) is given by the value at \( z = \sqrt{x} \) of the unique solution over \([0, \sqrt{a}]\) to the differential equation

\[
(2.6) \quad \mathcal{L}^{\nu,q} f(z) - 2\lambda f(z) = 0
\]

satisfying \( f(\sqrt{a}) = 1 \) and such that \( f(0+) \) and \( \mathcal{L}^{\nu,q} f(0+) \) exist, where we set

\[
\mathcal{L}^{\nu,q} f(z) = f''(z) - 2\nu \tanh z f'(z) + 2q \coth z f'(z)
\]

every \( z > 0 \) and smooth functions \( f \). The above operator \( \mathcal{L}^{\nu,q} \) is in fact well-known from harmonic analysis as a Jacobi operator – see Section 2 in [14]. Setting \( \mu = \sqrt{(\nu - q)^2 + 2\lambda} \), we see from the boundary conditions and Formula (2.7) in [14] that \( \mathbb{E}[e^{-\lambda T_a^{\nu,q}}] \) equals

\[
\frac{\cosh(\sqrt{x})^{\nu+\mu-\nu} F((q-\nu-\mu)/2, \frac{q+1+\nu-\mu}{2}; q+1/2; \tanh^2(\sqrt{x}))}{\cosh(\sqrt{a})^{\nu+\mu-\nu} F((q-\nu-\mu)/2, \frac{q+1+\nu-\mu}{2}; q+1/2; \tanh^2(\sqrt{a}))},
\]

where \( F \) stands for Gauss’ hypergeometric function. By an asymptotic expansion of the latter when its first parameter is (negatively) large – see e.g. [17] p. 56, this entails finally

\[
\limsup_{\nu \to +\infty} \nu^{-1} \log \mathbb{P} [T_a^{\nu,q} < t] \leq \lim_{\nu \to +\infty} \nu^{-1} \log \mathbb{E} [e^{-\lambda T_a^{\nu,q}}] = K_1^x - K_1^a,
\]
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where the first inequality is an immediate consequence of the Markov
inequality. Using (2.5) and letting \( x \) tend to 0 completes now the proof
of the upper limit.

\[ \square \]

Remarks 2.2.

(a) From the proof of the lower limit, we notice that the exponential
speed of convergence \( -\nu K_c^a \) emerges naturally in integrating from 0 to \( a \)
the function \( 2b(x)/a^2(x) \), where \( a(x) = 2\sqrt{x} \) is the diffusion coefficient and
\( b(x) = -2\nu \sqrt{x} \tanh (c\sqrt{x}) \) is the dominating drift coefficient. Actually, the
statement of Proposition 2.1 probably holds for a more general class of
diffusions of the square Ornstein-Uhlenbeck type, with big negative drift.
However, we notice that the change of measure given by (2.2) seems useless
to obtain the upper limit. Indeed, for example when \( k = 1 \), it is possible to compute
\[
\mathbb{E}^{\nu+1,1} [M_{T_a}^{\nu,1}] = (\cosh \sqrt{a})^{2\nu},
\]
so that we strongly need to consider the event \( \{T_a < t\} \) in the analysis of the
upper limit. If we could prove \textit{a priori} that \( \lim_{\nu \uparrow +\infty} \nu^{-1} \log \mathbb{P}^{\nu,c,k} [T_a < t] \)
exists and does not depend on \( t \), then this would give a quicker proof of the
upper bound without special functions, thanks to the immediate inequality
\[
\log \mathbb{P}^{\nu+1,k} [T_a < t; M_{T_a}^{\nu,k}] \leq k(\nu + 1/2)t.
\]
Unfortunately, we could not find any ergodic theoretical argument removing
the dependence on \( t \) at the limit, under the logarithmic scale.

(b) In the case \( q = 0 \) (i.e. \( k = 1 \)), the proposition was already proved
in [21] with the help of Legendre functions. Taking this for granted, one
can give the following alternative proof of the proposition in the case \( k > 1 \)
– which is the only situation relevant to our further purposes. With the
above notations, it is sufficient to prove that
\[
X_s^{\nu,q} \leq X_s^{\nu',0} + \alpha_0,
\]
where \( \nu' = \nu - q/(\alpha_0 \tanh \alpha_0) \). Indeed, clearly the converse inequality
\( X_s^{\nu,0} \leq X_s^{\nu,q} \) holds a.s. and then we can reason exactly as above. But
by Itô-Tanaka’s formula, we have
\[
X_s^{\nu,0} = B_s - \nu \int_0^s \tanh X_u^{\nu,0} \, du + L_s^{\nu,0},
\]
where \( L_s^{\nu,0} \) is the local time at 0 of \( X_s^{\nu,0}/2 \). On the other hand, the process
\( X_s^{\nu',\alpha_0,0} = X_s^{\nu',0} + \alpha_0 \) has for drift
\[
-\nu' \tanh \left( X_s^{\nu',\alpha_0,0} - \alpha_0 \right) \, ds + dL_s^{\nu',0}
\]
whereas when \( X_{s}^{\nu,q} > 0 \), the process \( X_{s}^{\nu,q} \) has for drift
\[
\left( -\nu \tanh X_{s}^{\nu,q} + \frac{k - 1}{2X_{s}^{\nu,q}} \right) ds.
\]
Since for positive time \( X_{s}^{\nu',\alpha_{0},0} \) is always larger than or equal to \( \alpha_{0} \), and since the local time \( L_{s}^{\nu,0} \) is nondecreasing, it is sufficient to prove that for every \( x \geq \alpha_{0} \),
\[
-\nu' \tanh (x - \alpha_{0}) > -\nu \tanh x + \frac{k - 1}{2x}.
\]

A sufficient condition is clearly \( (\nu - \nu') \tanh x \geq \frac{k - 1}{2\alpha_{0}} \).

Observing that the left hand side is an increasing function of \( x \) and the right hand side is a decreasing function of \( x \), a sufficient condition becomes
\[
\nu' = \nu - \frac{k - 1}{2\alpha_{0} \tanh \alpha_{0}},
\]
we obtain (2.7).

(c) In the case \( q = 1 \) (i.e. \( k = 3 \)), the equation (2.6) can be solved in a different way. Using the substitution \( f(z) = (\cosh z)^{\nu}(\sinh z)^{-1}g(\tanh z) \) where \( g : (-1,1) \to \mathbb{R} \) is some unknown function, yields namely the following equation for \( g \):
\[
(1 - z^{2}) g''(z) - 2z g'(z) + \left( \nu(\nu + 1) - \frac{(\nu - 1)^{2} + 2\lambda}{1 - z^{2}} \right) g(z) = 0,
\]
which is Legendre’s differential equation on the cut. Hence, the general solution to (2.6) has the form
\[
f(z) = (\cosh z)^{\nu}(\sinh z)^{-1}[A P_{\mu}^{\nu}(\tanh z) + B P_{\mu}^{\nu}(- \tanh z)]
\]
for two unknown constants \( A \) and \( B \), where \( \mu = \sqrt{\nu^{2} + 2\lambda} \) and \( P_{\mu}^{\nu} \) stands for the Legendre function of the first kind. From the boundary conditions and the third formula p. 167 in [17], we deduce that \( \mathbb{E}[e^{-\lambda T_{x}^{\nu,1}}] \) equals
\[
\frac{(\cosh (\sqrt{x}))^{\nu+\mu-1} F(1/2 - (\nu + \mu)/2, 1 + (\nu - \mu)/2; 3/2; \tanh^{2} (\sqrt{x}))}{(\cosh (\sqrt{\alpha}))^{\nu+\mu-1} F(1/2 - (\nu + \mu)/2, 1 + (\nu - \mu)/2; 3/2; \tanh^{2} (\sqrt{\alpha}))},
\]
which is of course the same formula as above, for \( q = 1 \). Since \( q + 1/2 \notin \{1/2, 3/2\} \) when \( q \notin \{0,1\} \), and recalling the formulae p. 167 in [17], it seems that apart from the regular case \( k = 1 \), the resolution of (2.6) with Legendre functions is only possible when \( k = 3 \). We could not find a sensible explanation of this fact.
(d) The above operator $L^\nu,q$ plays a central rôle in harmonic analysis on rank-one non-compact symmetric spaces, since for suitable choices of $\nu, q, \lambda$ the odd solutions to (2.6) yield all the spherical functions on such spaces – see Part 4 in [14] for much more on this topic. However, the connection between these spherical functions and our equation (2.1) is only apparent. Namely, Jacobi operators related to spherical functions on rank-one groups have the form

$$L^{\alpha,\beta} f(z) = f''(z) + ((2\alpha + 1) \coth z + (2\beta + 1) \tanh z) f'(z)$$

with $\alpha > \beta \geq 0$ – see (3.4) in [14] or our table in Section 3.1. below, whereas in (2.1) our coefficient $q$ before $\coth$ can be neglected in the analysis.

In the following, it will be important to consider the perturbation of the above SDE (2.1) by some parameter $\alpha \in \mathbb{R}$:

$$Y_{\nu,\alpha,c,k}^\nu t = 2 \int_0^t \sqrt{Y_{\nu,\alpha,c,k}^\nu s} dB_s + kt \quad \text{(2.8)}$$

Again, this equation has a unique strong solution which is positive for every $t > 0$. We will set $\mathbb{P}^\nu,\alpha,c,k$ for the law of $Y_{\nu,\alpha,c,k}^\nu$ and use the same notations as above for $T_a$ and the canonical process. The proof of the following proposition is very similar to the one above, but requires heavier notations and so we wrote it down separately, for the sake of clarity.

**Proposition 2.3.** — For every $a, c, k, t > 0$,

$$\lim_{\nu \to 0} \left( \liminf_{\nu \to +\infty} \nu^{-1} \log \mathbb{P}^\nu,\alpha,c,k [T_a < t] \right) = \lim_{\alpha \to 0} \left( \limsup_{\nu \to +\infty} \nu^{-1} \log \mathbb{P}^\nu,\alpha,k [T_a < t] \right)$$

and the common limit equals $-K^a_c$.

**Proof.** — By the same scaling argument as above, it suffices to consider the case $c = 1$ and we will set $\mathbb{P}^\nu,\alpha,k = \mathbb{P}^\nu,\alpha,1,k$. We begin with the lower limit:

$$\liminf_{\alpha \to 0} \left( \liminf_{\nu \to +\infty} \nu^{-1} \log \mathbb{P}^\nu,\alpha,k [T_a < t] \right) \geq -K^a_1,$$

and we notice that thanks to Proposition 2.1 and a comparison argument, it suffices to consider the situation where $\alpha > 0$ and $\alpha \downarrow 0$. Suppose first that $k > 1$. Applying Itô’s formula to $\log \cosh \sqrt{X_{T_a}} + \alpha \sqrt{X_{T_a}}$ and reasoning exactly as in Proposition 2.1 yields

$$\mathbb{P}^\nu,\alpha,k [T_a < t] = \left( e^{a \sqrt{\alpha} \cosh \sqrt{a}} \right)^{(2\nu+1)} \mathbb{P}^{\nu+1,\alpha,k} [T_a < t; M_{T_a}^{\nu+1,\alpha,k}]$$,
where similarly we set \( P^{\nu,\alpha,k} = P^{-\nu,\alpha,k} \) and \( M_{T_a}^{\nu,\alpha,k} \) is given by
\[
\exp \left[ (\nu + 1/2) \int_0^{T_a} \left( 1 + 2\alpha \tanh \sqrt{X_s} + \alpha^2 + (k-1) \frac{\tanh \sqrt{X_s} + \alpha}{\sqrt{X_s}} \right) ds \right].
\]
Since \( k \geq 1 \), we have again a.s. \( M_{T_a}^{\nu,\alpha,k} \geq 1 \). Besides, the comparison \( P^{\nu+1,\alpha,k} \{ T_a < t \} \geq \tilde{P}^{\nu+1,k} \{ T_a < t \} \) still holds because \( \alpha > 0 \), so that we can finish the proof of the lower limit exactly as in Proposition 2.1.

When \( k < 1 \), this case is actually irrelevant to our further purposes but we treat it for completeness, the above method fails because the Wiener integral \( \int_0^{s} X_{s}^{-1/2} ds \) diverges, as for Bessel diffusions. However, we can reinterpret (2.8) as (2.1) driven by some drifted Brownian motion \( \{ B_{s}^{\nu,\alpha} = B_{s} - (\alpha \nu) s, s \geq 0 \} \), and the Cameron-Martin formula yields
\[
P^{\nu,\alpha,k} \{ T_a < t \} = P^{\nu,k} \{ T_a < t; e^{-\alpha \nu B_{t} - \alpha^2 \nu^2 t/2} \}.
\]
Introduce now \( K > 0 \) and suppose \( \nu > K/\nu \). For \( \alpha \) small enough, we first get
\[
P^{\nu,\alpha,k} \{ T_a < t \} \geq P^{\nu,\alpha,k} \{ T_a < K/\nu \} \geq e^{-2\nu \alpha K} P^{\nu,k} \{ T_a < K/\nu; B_{K/\nu} \leq K \} \geq e^{-2\nu \alpha K} (P^{\nu,k} \{ T_a < K/\nu \} - P \{ B_{K/\nu} > K \}) \geq e^{-2\nu \alpha K} \left( (\cosh \sqrt{a})^{-(2\nu+1)} P^{\nu+1,k} \{ T_a < K/\nu \} - \text{Erfc} \left( \sqrt{K \nu} \right) \right).
\]
where \( \text{Erfc} \) stands for the Gaussian error function [17]. Besides, using (2.4) and choosing \( K \) big enough, we obtain
\[
P^{\nu+1,k} \{ T_a < K/\nu \} \geq P \left[ X_1^K > \left( 4 c_a a e^{2 K c_a} \right) \nu \right].
\]
Recalling now that the density of \( X_1^K \) over \( \mathbb{R}^+ \) is given by the function
\[
x \mapsto (2\Gamma(k/2))^{-1} (x/2)^{k/2-1} e^{-x/2}
\]
see e.g. Corollary XI.1.4 in [20], and plugging the two above inequalities together, we see that when \( K \) is big enough, then
\[
\liminf_{\nu \to +\infty} \nu^{-1} \log P^{\nu,\alpha,k} \{ T_a < t \} \geq -\mathcal{K}(a, \alpha, K),
\]
where \( \mathcal{K}(a, \alpha, K) \) is some constant tending to \( \mathcal{K}_1^a \) when \( \alpha \downarrow 0 \) and then \( K \uparrow +\infty \). This completes the proof of the lower limit for \( k \leq 1 \). To prove the upper limit:
\[
\limsup_{\alpha \to 0} \left( \limsup_{\nu \to +\infty} \nu^{-1} \log P^{\nu,\alpha,k} \{ T_a < t \} \right) \leq -\mathcal{K}_1^a.
\]
we will use another comparison argument. First we can assume $k \geq 2$
without loss of generality and again, we only need to consider the case
where $\alpha < 0$ and $\alpha \uparrow 0$. Set $\tilde{\alpha} = -\arg \tanh \alpha > 0$ with $\alpha$
small enough, fix $x \in ]-\tilde{\alpha}^2, 0[$ and let $Y^{\nu,\alpha,q}$ be the unique positive
solution to the SDE

$$Y^{\nu,\alpha,q}_s = \sqrt{x} + B_s - \nu \int_0^s (\tanh (Y^{\nu,\alpha,q}_u) - \tanh \tilde{\alpha}) \, du + q \int_0^s \frac{du}{Y^{\nu,\alpha,q}_u},$$

with $q = (k - 1)/2 \geq 1$. Recall that $\mathbb{P}^{\nu,\alpha,k} [T_a < t] \leq \mathbb{P} [T_a^{\nu,\alpha,q} < t],$
where we set $T_a^{\nu,\alpha,q} = \inf \{s > 0, Y^{\nu,\alpha,q}_s = \sqrt{a}\}$. Using the inequality
$(\tanh x - \tanh \tilde{\alpha}) \geq c_\alpha \tanh(x - \tilde{\alpha}),$ which holds uniformly on $x \in [\tilde{\alpha}, \sqrt{a}]$
for some constant $c_\alpha < 1$ tending to 1 as $\alpha \uparrow 0$, we can compare $Y^{\nu,\alpha,q}$
with $Z^{\nu,\alpha,q}$ solution of

$$Z^{\nu,\alpha,q}_s = \sqrt{x} + B_s - c_\alpha \nu \int_0^s (\tanh (Z^{\nu,\alpha,q}_u) - \tilde{\alpha}) \, du + q \int_0^s \frac{du}{(Z^{\nu,\alpha,q}_u - \tilde{\alpha})},$$

(whch remains a.s. above the level $\tilde{\alpha} > 0$, because $q \geq 1$), and we obtain $\mathbb{P} [S^{\nu,\alpha,q} < t] \leq \mathbb{P} [S^{\nu,\alpha,q} < t]$ with the notation $S^{\nu,\alpha,q}_a = \inf \{s > 0, Z^{\nu,\alpha,q}_s = \sqrt{a}\}$. Introducing the process $\tilde{Z}^{\nu,\alpha,q}_s = Z^{\nu,\alpha,q}_s - \tilde{\alpha}$ for
every $s > 0$ and setting $\tilde{x} = (\sqrt{x} - \tilde{\alpha})^2$ and $\tilde{a} = (\sqrt{a} - \tilde{\alpha})^2,$ we finally get

$$\limsup_{\nu \uparrow +\infty} \nu^{-1} \log \mathbb{P}^{\nu,\alpha,k} [T_a < t] \leq K_1 \tilde{x} - K_1 \tilde{a},$$

which finishes the proof of the upper limit in letting $\alpha$, and then $x$, tend
to 0. \hfill \Box

### 2.2. Three further estimates.

In this subsection we establish three crucial estimates which will allow
us later on to reduce the original problem to the above asymptotic study
for CIR-type processes. The first estimate is fairly straightforward:

**Lemma 2.4.** — Let $\phi$ be a geodesic line in $\mathbb{H}^d_\mathbb{C}$. Setting $g(z) = \rho(z, \phi)$
and $f(z) = g(z)^2$ for every $z \in \mathbb{H}^d_\mathbb{C}$, then the following inequalities hold

$$2 \leq \Delta f(z) \leq d + g(z)$$

uniformly in $\mathbb{H}^d_\mathbb{C}$.

**Proof.** — We first notice that by definition $||\text{grad} \, g|| = 1$, whence

$$\Delta f(z) = 2 + g(z) \Delta g(z).$$
It remains to estimate $\Delta g(z)$, and this is done in choosing for $H^d_c \subset \mathbb{R}^d$ a half-space model \( \{ z_d > 0 \} \), and for $\phi$ the $z_d$-axis. For $z = (z_1, \ldots, z_d)$ we then have $g(z) = c^{-1} \arg \sinh(r_{d-1}/z_d)$, where we set $r_p = (z_1^2 + \ldots + z_p^2)^{1/2}$ for $p = 1 \ldots d$. A direct computation yields

$$\Delta g(z) = cz_d^2 \left( \partial_{z_1}^2 + \ldots + \partial_{z_d}^2 \right) \left( c^{-1} \arg \sinh(r_{d-1}/z_d) \right) = \frac{(d-2)z_d^2 + r_{d-1}^2}{r_{d-1}r_d},$$

which entails

$$0 \leq g(z) \Delta g(z) \leq g(z) \left( \frac{(d-2)z_d}{r_{d-1}} + 1 \right) \leq (d-2) + g(z)$$

and completes the proof.

**Remarks 2.5.**

(a) If $\phi$ is a geodesical segment, one can prove that there exists a constant $K$ depending only on $M$ such that

$$2 \leq \Delta f(z) \leq d + 1 + K g(z).$$

We leave to the reader the details of a proof using the half-space model for $\mathbb{H}^d$, and we refer to Lemma 3.1 for a proof on general pinched CH manifolds.

(b) As it will become apparent later, in dimension $d = 2$ the fact that $\Delta f(z) \sim 2$ in the neighbourhood of the geodesic line enables us to express our concentration problem in terms of the asymptotics of the first passage times for the diffusion $Y^{\nu, c, 1}$. As we said before, the spectral theory of this diffusion is somewhat simpler, because $Y^{\nu, c, 1}$ can be viewed as the square of the solution to

$$X_t = B_t - \nu \int_0^t \tanh(cX_s) \, ds,$$

an SDE with no more singularity at zero. In [21], the reduction to the above simple equation was already established for $d = 2$, with another argument relying on Bougerol’s generalized identity.

The second (Gaussian) estimate was actually already proved by Eberle – see Proposition 3.1. in [7] – for the same final purposes, though he used then the estimate in a slightly different manner – see (3.21) in [7].

**Lemma 2.6.** — Let $\gamma(x, y)$ be the geodesic from $x$ to $y$ in time 1. There exist two constants $K, c > 0$ such that

$$\mathbb{P} \left[ \sup_{t \in [0, 1]} \rho \left( X^x_t, y, \gamma(x, y)(t) \right) \geq u \right] \leq Ke^{-cu^2}$$

for every $x, y \in \mathbb{H}^d$ and $u \geq 0$. 
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The third estimate is the most important one, and may have an independent interest. We present here a separated simple analytical proof for $\mathbb{H}^d$, although in the next section an even simpler probabilistic proof will be given, holding on all rank-one symmetric spaces.

**Lemma 2.7.** — Let $p_t^{d,c}(y,z)$ be the heat kernel on $\mathbb{H}^d_c$ and $\dot{\varphi}(z,y)(0)$ be the unit oriented tangent vector in $z$ at the geodesic joining $z$ to $y$. Then, for every $\varepsilon \in [0,1]$,

$$\rho(z,y)^{-1} \text{grad} \log p_{t}^{d,c}(\cdot, y)(z) \to t^{-1} \dot{\varphi}(z,y)(0)$$

as $\rho(z,y) \to +\infty$, uniformly on $t \in [\varepsilon, 1]$ and $z, y \in \mathbb{H}^d_c$.

**Proof.** — Since $p_t^{d,c}(y,z)$ only depends on $t$ and $\rho(y,z)$, we see that $\text{grad} \log p_{t}^{d,c}(\cdot, y)(z)$ is parallel to $\dot{\varphi}(z,y)(0)$. Suppose first that $c = 1$ and set $\rho = \rho(y,z)$, $p_{t}^{d,c}(\rho) = p_{t}^{d,c}(y,z)$ and $u = \dot{\varphi}(z,y)(0)$ for simplicity. According to the so-called Millson’s descent formula – see e.g. the fourth formula p. 5 in [1], we have

$$p_{t}^{d+2}(\rho) = -\left(\frac{e^{-dt}}{2\pi \sinh \rho}\right) \frac{\partial p_{t}^{d}(\rho)}{\partial \rho}.$$ 

Using the closed forms of $p_{t}^{d}(\rho)$ given e.g. by (2.2) and (2.3) in [1], we get

$$\langle \text{grad} \log p_{t}^{d}(\cdot, y)(z), u \rangle = (2\pi e^{dt} \sinh \rho) \frac{p_{t}^{d+2}(\rho)}{p_{t}^{d}(\rho)} = (\sinh \rho) \frac{h_{t}^{d+2}(\rho)}{h_{t}^{d}(\rho)},$$

with the notations

$$\begin{cases}
  h_{t}^{d}(\rho) = \left(-\frac{1}{\sinh \rho} \frac{\partial}{\partial \rho}\right)^{\frac{d-1}{2}} e^{-\frac{\rho^2}{2\pi}} & \text{for } d \text{ odd}, \\
  h_{t}^{d}(\rho) = \int_{\rho}^{+\infty} \frac{\sinh s ds}{\sqrt{\cosh s - \cosh \rho}} \left(-\frac{1}{\sinh s} \frac{\partial}{\partial s}\right)^{\frac{d}{2}} e^{-\frac{s^2}{2\pi}} & \text{for } d \text{ even}.
\end{cases}$$

Since the involved functions are continuous with respect to $t$, by Heine’s theorem it suffices to show that

$$\lim_{\rho \to +\infty} (t \sinh \rho)\frac{h_{t}^{d+2}(\rho)}{(\rho h_{t}^{d}(\rho))} = 1$$

for every $t > 0$. To prove this, we notice by a straightforward recurrence argument that for every $n \in \mathbb{N}$ and fixed $t > 0$,

$$\left(-\frac{1}{\sinh \rho} \frac{\partial}{\partial \rho}\right)^n e^{-\frac{\rho^2}{2\pi}} = \left(\frac{\rho}{t \sinh \rho}\right)^n \left(1 + O\left(\frac{1}{\rho}\right)\right) e^{-\frac{\rho^2}{2\pi}},$$

which clearly finishes the proof of the lemma when $d$ is odd. When $d$ is even, we first see that (2.9) reduces the problem to the proof of

$$\lim_{\rho \to +\infty} (t \sinh \rho)\frac{\bar{h}_{t}^{d+2}(\rho)}{\rho \bar{h}_{t}^{d}(\rho)} = 1.$$
for every $t > 0$, with the notation
\[
\tilde{h}^d_t(\rho) = \int_{\rho}^{+\infty} \frac{\sinh s ds}{\sqrt{\cosh s - \cosh \rho}} \left( \frac{s}{t \sinh s} \right)^{\frac{d}{2}} e^{-s^2 / 2t}.
\]
This latter estimate comes now easily from the fact (whose detailed proof is left to the reader) that
\[
\lim_{\rho \to +\infty} \frac{(\tilde{h}^d_t(\rho) - \tilde{h}^d_t(\rho + 1))}{\tilde{h}^d_t(\rho + 1)} = +\infty.
\]
This completes the proof in the case $c = 1$, the case $c \neq 1$ following readily from the fact that $p_{t,c}^d(\rho) = p_{t,1}^{d,1}(c \rho)$. $\square$

2.3. End of the proof.

We begin with the concentration around the line $\varphi(x, y)$. With the above notations, we need to prove that for every $a > 0$,
\[
\lim_{s \to \infty} s^{-1} \log \mathbb{P} \left[ \sup_{0 \leq t \leq 1} Z_t(s) > a \right] = -K^a_c.
\]
Actually, from now on our method does not depend on the specific geometry of $\mathbb{H}^d_c$ anymore, and further on it will be readily adapted to more general manifolds, save for a comparison argument which will be detailed in the next section.

First, notice that we can replace $1$ by $1/2$ in the above event: once we have proved the result for $\sup_{0 \leq t \leq 1/2} Z_t(s)$ and for every $x$ and $v$, then we can use the fact that $\{X_{1-t}(s), 0 \leq t \leq 1\}$ is a Brownian motion started at $y(s)$, conditioned to hit $x$ at time $1$. In the following we will denote $X_{t,y(s)}$ by $X_t(s)$ for simplicity. Introducing
\[
E(s) := \left\{ \rho(X_t(s), \varphi(x, y(\infty))(st)) \leq s^{3/4} \text{ for all } t \in [0, 1/2] \right\},
\]
we see from Lemma 2.6 that we can work on $E(s)$, i.e. it suffices to prove that
\[
\lim_{s \to \infty} s^{-1} \log \mathbb{P} \left( \sup_{0 \leq t \leq 1/2} Z_t(s) > a; E(s) \right) = -K^a_c.
\]
Elementary negatively curved geometry yields the following estimates as $s \to +\infty$, uniformly on $\omega \in E(s)$ and $t \in [0, 1/2]$: $\varphi(X_t(s), y(s))(0) \to \varphi(X_t(s), y(\infty))(0)$ and $s^{-1} \rho(X_t(s), y(s)) \to (1 - t)$. Hence, it follows from Lemma 2.7 that
\[
\lim_{s \to +\infty} s^{-1} V_t(s, X_t(s)) = \varphi(X_t(s), y(\infty))(0)
\]
uniformly on $\omega \in E(s)$ and $t \in [0, 1/2]$. From Itô’s formula, we can now derive the following SDE for the process $Z_t(s)$:

$$Z_t(s) = \int_0^t \langle df(X_u(s)), d\bar{\nabla}_u X_u(s) \rangle + 1/2 \int_0^t \Delta f(X_u(s)) \, du$$

$$= \int_0^t \langle \text{grad} f(X_u(s)), A(X_u(s)) \, dB_u \rangle + 1/2 \int_0^t \Delta f(X_u(s)) \, du$$

$$+ \int_0^t \langle \text{grad} f(X_u(s)), V_u(s, X_u(s)) \rangle \, du.$$

First, using the formula $\text{grad} f = 2\sqrt{f \, \parallel \text{grad} f \parallel}$, we can rewrite the diffusion term:

$$\int_0^t \langle \text{grad} f(X_u(s)), A(X_u(s)) \, dB_u \rangle = \int_0^t 2\sqrt{Z_u(s)} \, d\beta_u(s),$$

where

$$\beta_t(s) = \int_0^t \left\langle \frac{\text{grad} f}{\parallel \text{grad} f \parallel}(X_u(s)), A(X_u(s)) \, dB_u \right\rangle$$

is a real-valued Brownian motion for every $s > 0$. Second, we see from elementary hyperbolic geometry that

$$\left\langle \frac{\text{grad} f}{\parallel \text{grad} f \parallel}(X_u(s)), \hat{\varphi}(X_u(s), y(\infty))(0) \right\rangle = -\tanh \left( c\sqrt{Z_u(s)} \right).$$

Hence, it follows from (2.12) that for every $\alpha > 0$, there exists $s_0 > 0$ such that for every $s > s_0$,

$$s^{-1} \left\langle \frac{\text{grad} f}{\parallel \text{grad} f \parallel}(X_u(s)), V_u(s, X_u(s)) \right\rangle + \tanh \left( c\sqrt{Z_u(s)} \right) < \alpha,$$

uniformly on $\omega \in E(s)$ and $u \in [0, 1/2]$. Fixing now $\alpha > 0$ and taking $s$ big enough, we deduce by comparison from (2.13) and Lemma 2.4 that for every $t \in [0, 1/2]$ the following a.s. inequalities hold: $Z^1_t(s) \leq Z_t(s) \leq Z^2_t(s)$, where $Z^1_t(s)$ and $Z^2_t(s)$ solve respectively

$$Z^1_t(s) = 2 \int_0^t \sqrt{Z^1_u(s)} \, d\beta_u - 2s \int_0^t \sqrt{Z^1_u(s)} \left( \tanh \left( c\sqrt{Z^1_u(s)} \right) + \alpha \right) \, ds + t$$

and

$$Z^2_t(s) = 2 \int_0^t \sqrt{Z^2_u(s)} \, d\beta_u - 2s \int_0^t \sqrt{Z^2_u(s)} \left( \tanh \left( c\sqrt{Z^2_u(s)} \right) - \alpha \right) \, ds + \frac{dt}{2}.$$
segment \( S(x,y) \), we first notice that since \( S(x,y) \subset \phi(x,y) \) it is sufficient to prove
\[
(2.14) \quad \limsup_{s \to \infty} s^{-1} \log P \left( \sup_{0 \leq t \leq 1} \tilde{Z}_t(s) > a \right) \leq -K_c^a,
\]
where \( \tilde{Z} = \tilde{f}(X) \) with \( S(x,y) \) instead of \( \phi(x,y) \) in the definition of \( \tilde{f} \).
Hence, we need to bound \( \tilde{Z}_u \) a.s. from above. However, a simple picture shows that a.s. on \( \{ Z_u(s) \neq \tilde{Z}_u(s) \} \)
\[
\left\langle \frac{\text{grad} \tilde{f}}{\|\text{grad} \tilde{f}\|} (X_u(s)), \hat{\varphi}(X_u(s), y(\infty))(0) \right\rangle \leq -\tanh \left( c \sqrt{\tilde{Z}_u(s)} \right),
\]
so that by (2.12) and Remark 2.5 (a), we see that fixing any \( \alpha > 0 \) and introducing
\[
\tilde{Z}_t^2(s) = 2 \int_0^t \sqrt{\tilde{Z}_u^2(s)} d\beta_u - 2s \int_0^t \sqrt{\tilde{Z}_u^2(s)} \left( \tanh \left( c \sqrt{\tilde{Z}_u^2(s)} \right) - \alpha \right) ds + \frac{(d + 1)t}{2},
\]
for \( s \) big enough and every \( t \in [0,1/2] \), the inequality \( \tilde{Z}_t(s) \leq \tilde{Z}_t^2(s) \) holds a.s. This allows now to obtain (2.14) exactly in the same way as above. \( \square \)

3. The case of rank-one noncompact symmetric spaces.

In this section we prove Theorem 1.2 on rank-one noncompact symmetric spaces, which can be viewed as a generalization of real hyperbolic spaces with pinched non constant sectional curvature. From the technical point of view, we will have to extend Lemmas 2.4, 2.6 and 2.7 to this more general framework. To finish the proof, the key-argument will then consist simply in estimating the left-hand side of (2.13) via Alexandrov-Toponogov’s comparison theorem.

3.1. Some features of rank-one noncompact symmetric spaces.

For a complete account on the classification of such manifolds and the heat kernel thereon, we refer to Chapter X in [11] and the Anhang 4.1 in [15]. Let us just recall that noncompact symmetric spaces of rank-one can be divided into four families of homogeneous spaces:

<table>
<thead>
<tr>
<th>( M )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>Dim ( M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{H}^n(\mathbb{R}) \sim SO_o(1,n)/O(n) )</td>
<td>(n-1)</td>
<td>0</td>
<td>n</td>
</tr>
<tr>
<td>( \mathbb{H}^n(\mathbb{C}) \sim SU(1,n)/U(n) )</td>
<td>2(n-1)</td>
<td>1</td>
<td>2n</td>
</tr>
<tr>
<td>( \mathbb{H}^n(\mathbb{H}) \sim Sp(1,n)/Sp(1)Sp(n) )</td>
<td>4(n-1)</td>
<td>3</td>
<td>4n</td>
</tr>
<tr>
<td>( \mathbb{H}^2(\mathbb{O}) \sim F_4^* / \text{Spin}(9) )</td>
<td>8</td>
<td>7</td>
<td>16</td>
</tr>
</tbody>
</table>
where on the three first lines we used the usual notations for classical matrix groups – see e.g. Chapter X. 2 in [11] – and $SO_o(1, n)$ means the connected component of the identity in $SO(1, n)$. On the last line, $F_4^*/\text{Spin}(9)$ stands for the noncompact dual (in the sense of Chapter V. 2 in [11]) of Cayley’s projective plane for octonions $\mathbb{P}^2(\mathbb{O}) \sim F_4/\text{Spin}(9)$, where $F_4$ is the 52-dimensional automorphism group of $\text{Herm}(3, \mathbb{O})$ and $\text{Spin}(9)$ is the 36-dimensional two-fold universal covering space of $SO(9)$ – see e.g. Section 4.1.3.5 in [2] for a more complete presentation of this exceptional space.

In the above table, $\alpha$ and $\beta$ are the respective multiplicities of the two generators of the root system associated with $M$. They characterize the radial part of the Laplace-Beltrami operator $L^{\alpha, \beta}$ in $M$, whose expression is the following (see e.g. Proposition 5.26 p. 313 and Formula (56) p. 315 in [12], though we use here the probabilistic convention of Formulae (II,1) and (II,2) in [16]):

$$L^{\alpha, \beta} f(\rho) = \frac{1}{2} f''(\rho) + \frac{k}{2} (\alpha \coth k \rho + 2 \beta \coth 2k \rho) f'(\rho)$$

for a positive parameter $k$. Recall that on rank-one symmetric spaces, the heat kernel $p_t(y, z)$ is a function of the sole variable $\rho(y, z)$ and that, setting $\rho = \rho(y, z)$ for simplicity, it is the fundamental solution $p_t(\rho)$ to

$$(L^{\alpha, \beta} - \partial_t) f(t, \rho) = 0$$

normalized to define a probability measure on $M$. Finally, the fact that rank-one noncompact symmetric spaces have pinched negative sectional curvature $\kappa$, i.e.

$$-c_2 \leq \kappa \leq -c_1$$

for some constants $c_2 \geq c_1 > 0$, follows from the transitive action of the isometry group $G$ on $M = G/K$: on a fixed point $x \in M$, the sectional curvatures are bounded from below by smoothness of $M$, and the rank-one property yields a negative upper bound, these two bounds holding then on the whole $M$ by transitivity, since $G$ preserves the Ricci curvature tensor. The pinched property can also be seen from metric space arguments which make $M$ into a CAT(-1) space, see Theorem II.10.10 and Proposition II.10.12 in [4].

The following uniform estimate on $p_t(y, z)$, which is a direct consequence of (3.1), Davies-Mandouvalos’ estimates on real hyperbolic spaces, and a heat kernel comparison theorem – see respectively Formula (3.3) in [1] and Theorem 4.5.2 in [13], will be a crucial tool in extending Lemma 2.6 to rank-one symmetric spaces and more general pinched CH manifolds: there
exists constants $K > 1$ and $k_2 \geq k_1 > 0$, such that setting $\nu = (d - 1)/2$ and

$$p_i^1(\rho) = t^{-d/2}(1 + \rho)^\nu e^{-(k_i \rho + \rho^2/2t)}$$

for $i = 1, 2$, there is a uniform comparison

$$K^{-1} p_2^1(\rho(y, z)) \leq p_t(y, z) \leq K p_1^1(\rho(y, z))$$

for every $(t, y, z) \in (0, 1] \times M \times M$. We stress that this uniform estimate holds on any CH manifold whose sectional curvatures satisfy (3.1). Actually, a more precise estimate due originally to Giulini and Mauceri – see Formula (3.1) in [1] and the comments thereafter, holds on rank-one noncompact symmetric spaces, allowing to take $k_1 = k_2$ in (3.2). But we shall not use this in the sequel.

### 3.2. Proof of the theorem.

We first need to extend the three estimates of Section 2. The following extension of Lemma 2.4 holds actually on all pinched CH manifolds.

**Lemma 3.1.** Let $\phi$ be a geodesic line or segment in $M$. With the notations of Lemma 2.4, there exists a positive constant $K$ depending only on $M$ such that

$$2 \leq \Delta f(z) \leq (d + 1) + K g(z)$$

uniformly in $M$.

**Proof.** We suppose first that $\phi$ is a line. Recall that

$$\Delta f(z) = 2 + g(z) \Delta g(z)$$

so that, as in Lemma 2.4, it remains to estimate $\Delta g(z)$. The fact that $\Delta g(z) \geq 0$ for every $z \in M$ follows from the well-known convexity property of $g$, because $g$ measures the distance to some complete convex subset of $M$ – see e.g. Corollary II.2.5 in [4]. To prove the other inequality, fix $z \in M$, let $z_0 \in \phi$ minimize the distance between $z$ and $\phi$, and set $\rho_0$ for the distance function from $z_0$. We have

$$\Delta g(z) = \sum_{i=1}^{d} (g \circ \gamma_i)'(0) \quad \text{and} \quad \Delta \rho_0(z) = \sum_{i=1}^{d} (\rho_0 \circ \gamma_i)'(0),$$

where the $\gamma_i$’s are geodesic lines such that $\gamma_i(0) = z$ and the $\dot{\gamma}_i(0)$’s form an orthonormal basis of $T_z M$. Besides, one can choose $\dot{\gamma}_1(0)$ parallel to
the geodesic between $z_0$ and $z$, so that $(\rho_0 \circ \gamma_1)''(0) = (g \circ \gamma_1)''(0) = 0$. For every $i \geq 2$, we notice that $(g \circ \gamma_i)(0) = (\rho_0 \circ \gamma_i)(0) = g(z)$, $(g \circ \gamma_i)'(0) = (\rho_0 \circ \gamma_i)'(0) = 0$, and $(g \circ \gamma_i)(t) \leq (\rho_0 \circ \gamma_i)(t)$ for every $t \in \mathbb{R}$, which entails $(g \circ \gamma_i)''(0) \leq (\rho_0 \circ \gamma_i)''(0)$ and finally

$$\Delta g(z) \leq \Delta \rho_0(z).$$

Now it follows from the Laplacian comparison theorem – see e.g. Theorem 3.4.2. in [13] – that $$\Delta \rho_0(z) \leq (d-1) \sqrt{c_2} \coth(\sqrt{c_2} \rho_0(z))$$

$$\leq (d-1) (\sqrt{c_2} + 1/\rho_0(z)) = (d-1) (\sqrt{c_2} + 1/g(z)),$$

where we recall that $-c_2$ is the global lower bound on the sectional curvature of $M$. This completes the proof when $\phi$ is a line.

When $\phi$ is a segment, we can use the same arguments, save for the fact that $\Delta g$ is not continuous on the two hypersurfaces of $M$ where the distance to the geodesic line equals the distance to one of the extremities of the segment. We let the reader check by himself that this is not a major hindrance.

To extend Lemma 2.6, we will need three preparatory results. Let $x, y \in M$, $s = \rho(x, y)$, and $\varphi(x, y) : \mathbb{R} \to M$ be the unique geodesic parametrized by arc length such that $\varphi(x, y)(0) = x$ and $\varphi(x, y)(s) = y$. We identify the set of unit vectors in $T_x M$ orthogonal to $\dot{\varphi}(x, y)(0)$ with the unit sphere $S^{d-2}$. If $v \in T_x M$, we let $u \mapsto \parallel_{0,u} v$ be the parallel transport of $v$ along the geodesic $u \mapsto \varphi(x, y)(u)$. Recall that the Fermi coordinates of a point $z \in M$ is the unique triplet $(u, h, \theta) \in \mathbb{R} \times \mathbb{R}_+ \times S^{d-2}$ such that $z = \Phi(u, h, \theta) = \exp_{\varphi(x, y)(u)}(\parallel_{0,u} (h \theta))$.

Our first preparatory result compares in Fermi coordinates the volume element of $M$ with that of $\mathbb{H}_c^d$. It seems to belong to the comparison folklore, even though we could not find any reference in the literature. Notice that this comparison theorem only requires that the sectional curvature of $M$ is bounded from below.

**Lemma 3.2.** — *In the above Fermi coordinates, the volume element $\text{vol}(dz)$ of $M$ is bounded from above by*

$$c_2^{-(d-2)/2} \sinh^{d-2}(\sqrt{c_2} h) \cosh(\sqrt{c_2} h) \, dh \, du \, dV_{S^{d-2}}(\theta).$$

**Proof.** — Fix a point $z_0 \in M$ with Fermi coordinates $(u_0, h_0, \theta_0)$ and denote by $(e_1, \ldots, e_{d-2})$ an orthonormal basis of the tangent space of $S^{d-2}$...
at $\theta_0$. For every $h \in [0, h_0]$, consider the vector fields
$$U(h) = \Phi_* \left( \frac{\partial}{\partial u} \right)(u_0, h, \theta_0),
H(h) = \Phi_* \left( \frac{\partial}{\partial h} \right)(u_0, h, \theta_0),$$
and
$$E_i(h) = \Phi_* \left( e_i \right)(u_0, h, \theta_0) \text{ for } i = 1, \ldots, d - 2.$$ They are Jacobi fields along the geodesic $h \mapsto \Phi(u_0, h, \theta_0)$, and by the Rauch and Berger comparison theorem – see e.g. Theorems 1.28 and 1.29 in [5] – we obtain
$$\|U(h_0)\| \leq \cosh(\sqrt{c^2 h_0}) \text{ and } \|E_i(h_0)\| \leq c^{-1/2} \sinh(\sqrt{c^2 h_0}),$$
where the respective right-hand sides correspond to $\mathbb{H}^d_{c^2}$. Besides, if we parametrize $S^{d-2}$ around $\theta_0$ such that $(\partial/\partial \theta)^i(\theta_0) = e_i$, then we see that the volume element at $x_0$ is smaller than or equal to
$$\|U(h_0)\| \prod_{i=1}^{d-2} \|E_i(h_0)\| \|H(h_0)\| dh \, du \, dV_{S^{d-2}}(\theta_0).$$
Last, since trivially $\|H(h_0)\| = 1$, we obtain the desired upper bound. \(\square\)

For the second preparatory result we will follow the proof of Lemma 3.4 in [7], where analogous estimates are established on real hyperbolic spaces.

**Lemma 3.3.** — Let $X = X^{t,x,y}$ be the Brownian bridge from $x$ to $y$ in time $t$ and $\gamma(x,y)$ be the geodesic from $x$ to $y$ in time $1$. There exist three constants $a_0, K, \lambda > 0$ depending only on $M$ such that

\begin{equation}
\mathbb{P} \left[ \rho \left( X^{t,x,y}_{t/2}, \gamma(x,y)(1/2) \right) \geq a \right] \leq Ke^{-\lambda a^2/t}
\end{equation}

for every $(a, t, x, y) \in (a_0, +\infty) \times (0, 1] \times M \times M$, and

\begin{equation}
\mathbb{P} \left[ \rho \left( X^{t,x,y}_{t/2}, \gamma(x,y)(1/2) \right) \geq a \right] \leq Kt^{-\nu/2} e^{-\lambda(a^2 + a^4)/t}
\end{equation}

for every $(a, t, x, y) \in (0, +\infty) \times (0, 1] \times M \times M$ with $\rho(x,y) \leq 1$.

**Proof.** — We first suppose $c_1 = 1$ for simplicity, the general case $c_1 > 0$ being handled in scaling the metric and the Brownian bridge. In the following calculations, the positive constants $c, K$ will depend only on $M$, but may vary from one line to another. Recalling the notation $s = \rho(x,y)$, the random variable $X^{t,x,y}_{t/2}$ has density function
$$z \mapsto q^{x,y}_t(z) = \frac{p_{t/2}(x,z)p_{t/2}(y,z)}{p_t(x,y)},$$
an expression which can be bounded by
\[ K t^{-d/2} (1 + s)^{-\nu} (1 + \rho(x, z))^\nu (1 + \rho(y, z))^\nu e^{k_2 s - (2 \rho(x, z)^2 + 2 \rho(y, z)^2 - s^2)/2t} \]
in view of the estimates (3.2). Let now \((u, h, \theta)\) be the Fermi coordinates of \(z\) with respect to \(x\) and the geodesic \(\phi(x, y)\). By the triangle inequality, we have
\[ (3.5) \quad \rho(x, z) \leqslant |u| + h \quad \text{and} \quad \rho(z, y) \leqslant |s - u| + h. \]
On the other hand, since the triangle \(x\phi(x, y)(u)z\) has a right angle at \(\phi(x, y)(u)\), we see that
\[ \cosh \rho(x, z) \geqslant \cosh |u| \cosh(h) \]
by comparison with the hyperbolic case, whence
\[ e^{\rho(x, z)} \geqslant e^{|u| \cosh(h)} \left( \frac{1 + e^{-2|u|}}{1 + e^{-2\rho(x, z)}} \right) \geqslant e^{|u| \cosh(h)} \]
because \(|u| \leqslant \rho(x, z)|. Writing \(l(h) = \log \cosh(h)\) for concision, we finally obtain \(\rho(x, z) \geqslant |u| + l(h)\) and, similarly, \(\rho(z, y) \geqslant |s - u| + l(h)\). Hence
\[ \rho(x, z)^2 + \rho(z, y)^2 \geqslant (|u| + l(h))^2 + (|s - u| + l(h))^2 \]
\[ = u^2 + (s - u)^2 + 2(|u| + |s - u|) l(h) + 2l^2(h) \]
\[ = 2(u - s/2)^2 + s^2/2 + 2(|u| + |s - u|) l(h) + 2l^2(h) \]
\[ \geqslant 2(u - s/2)^2 + s^2/2 + 2s l(h) + 2l^2(h). \]
On the other hand, it follows from inequality (3.5) that
\[ (1 + \rho(x, z))^\nu (1 + \rho(z, y))^\nu \leqslant [(1 + |u| + h)(1 + |s - u| + h)]^\nu. \]
Plugging everything together yields
\[ q_{t}^{x, y}(z) \leqslant K t^{-d/2} (1 + s)^{-\nu} [(1 + |u| + h)(1 + |s - u| + h)]^\nu \times e^{k_2 s - 2((u-s/2)^2+l^2(h)+s l(h))/t}. \]
Last, noticing that \((1 + |u| + h)(1 + |s - u| + h) \leqslant (1 + s/2 + h)^2\) when \(u \in [0, s]\) and \(|u - s/2| \geqslant s/2\) when \(u \notin [0, s]\), we find that
\[ q_{t}^{x, y}(z) \leqslant K t^{-d/2} (1 + s)^{-\nu} (1 + s/2 + h)^2 \nu e^{k_2 s - ((u-s/2)^2+2l^2(h)+2s l(h))/t} \]
for every \(t \in (0, 1]\) and \(x, y, z \in M\). Setting now \(\mu_{t}^{x, y}\) for the law of \(X_{t/2}^{t, x, y}\) in Fermi coordinates, it follows from Fubini’s theorem and Lemma 3.2 that for every \(a, b > 0\)
\[ \mu_{t}^{x, y}[h \geqslant a, u \geqslant b + s/2] \leqslant K t^{-d/2} (1 + s)^{-\nu} \int_{b+s/2}^{\infty} e^{-(u-s/2)^2/t} du \]
\[ \times \int_{a}^{\infty} (1 + s/2 + h)^{2\nu} \sinh^{d-2} (\sqrt{c_2 h}) \cosh (\sqrt{c_2 h}) e^{k_2 s - 2(s l(h)+l^2(h))/t} dh. \]
The first integral on the right hand side can be estimated followingly:

\[(3.6) \quad \int_{b+s/2}^{b} e^{-(u-s/2)^2/t} du = \int_{b}^{\infty} e^{-v^2/t} dv \leq K t^{1/2} e^{-b^2/2t}.
\]

For the second integral, notice first that there exists \(\lambda_1 > 0\) such that \(l(h) \geq \lambda_1 h\) for every \(h \geq 1\). Consequently, recalling that \(t \in (0,1]\), the second integral can be bounded by

\[K \int_{a}^{\infty} e^{-(3\lambda_1^2 h^2)/2t} dh \leq K t^{1/2} e^{-\lambda_1^2 a^2/t}
\]

when \(a \geq a_0 = k_2/2\lambda_1\). Together with (3.6), this latter bound yields

\[(3.7) \quad \mu_t^{x,y} [h \geq a, \ u - s/2 \geq b] \leq K t^{-\nu} e^{-(b^2/2+\lambda_1^2 a^2)/t}
\]

and by symmetry, this estimate is also valid for \(\mu_t^{x,y} [h \geq a, \ u - s/2 \leq -b]\).

We can now establish the estimate (3.3), since

\[\mathbb{P} \left[ \rho \left( X_t^{1/2}^{x,y}, \gamma(x,y)(1/2) \right) \geq a \right] \leq \mu_t^{x,y} [h \geq a/2] + \mu_t^{x,y} [|u - s/2| \geq a/2]
\]

\[\leq K t^{-\nu} e^{-a^2/t}
\]

\[\leq K e^{-\nu a^2/t}
\]

for some constants \(c, K > 0\) and every \((a, t, x, y) \in [a_0, +\infty) \times (0, 1] \times M \times M\).

On the other hand, we can choose \(\lambda_2 > 0\) such that \(l(h) \geq \lambda_2 h^2\) for every \(h \in [0, a_0]\). Hence, when \(a \in (0, a_0]\) and \(s \leq 1\), the second integral from \(a\) to \(a_0\) is bounded by

\[K \int_{a}^{a_0} e^{-2\lambda_2^2 h^4/t} h^{d-2} dh \leq K t^{\nu/2} \int_{a\lambda_2^{1/4} t^{-1/4}}^{\infty} e^{-2r^2 t^{-1/4}} dr
\]

\[\leq K t^{\nu/2} e^{-(\lambda_2^2 a^4)/t}
\]

Together with (3.6) and (3.7), this entails

\[\mu_t^{x,y} [h \geq a, \ u - s/2 \geq b] \leq K t^{-\nu/2} e^{-t^{-1}(b^2/2+\lambda_2^2 a^4)/t}
\]

for every \((a, t, x, y) \in (0, a_0] \times (0, 1] \times M \times M\) with \(\rho(x, y) \leq 1\), and we can then obtain the estimate (3.4) similarly as above. \(\Box\)

**Remark 3.4.** — When \(M\) is a rank-one noncompact symmetric space, the fact that we can take \(k_1 = k_2\) in (3.2) yields a better result:

\[\mathbb{P} \left[ \rho \left( X_t^{1/2}^{x,y}, \gamma(x,y)(1/2) \right) \geq a \right] \leq K t^{-\nu/2} e^{-\lambda(a^2 \wedge a^4)/t}
\]

for every \((a, t, x, y) \in (0, +\infty] \times (0, 1] \times M \times M\) — this is actually inequality (3.6) in [7]. However, as we said before, we shall not need this in the sequel.
For every integer $n$ and for $i = 1 \ldots 2^n$, set $t_i^n = i 2^{-n}$ and consider the event
$$\Lambda_{x,y}^{x,y} = \bigcup_{p \geq n} \left\{ \sup_{1 \leq i \leq 2^p} \rho \left( X_{t_p}^{x,y}, X_{t_{p-1}}^{x,y} \right) \geq 1 \right\}.$$

Our last preparatory result is an estimate on the uniform continuity of $X_{x,y}$ when $\rho(x,y) \to +\infty$.

**Lemma 3.5.** Setting $s = \rho(x,y)$ and $n(s) = 2 + [2 \log s / \log 2]$, there exist constants $c,K > 0$ such that
$$\mathbb{P} \left[ \Lambda_{n(s)}^{x,y} \right] \leq Ke^{-cs^2}$$
for every $x,y \in M$.

**Proof.** For every integer $p$ and $i = 2 \ldots 2^p - 1$ we get from the estimates (3.2)
$$\mathbb{P} \left[ \rho \left( X_{t_p}^{x,y}, X_{t_{p-1}}^{x,y} \right) \geq 1 \right] = \int_{\rho(z,t) \geq 1} \frac{p_{t_i-1}(x,z)p_{2^{-p}}(z,t)p_{1-t_i}(t,y)}{p_1(x,y)} \vol(dz) \vol(dt)$$
$$\leq \sup_{\rho(z,t) \geq 1} p_{2^{-p}}(z,t) \int \frac{p_{t_i-1}(x,z)p_{1-t_i}(t,y)}{p_1(x,y)} \vol(dz) \vol(dt)$$
$$\leq \sup_{\rho(z,t) \geq 1} p_{2^{-p}}(z,t)/p_1(x,y)$$
$$\leq K 2^{pd/2} e^{(s^2 - 2^p)/2},$$
and it is easy to see that the same inequality holds when $i = 1$ or $2^p$. Hence, for every $p \geq n(s)$, we have
$$\mathbb{P} \left[ \sup_{1 \leq i \leq 2^p} \rho \left( X_{t_p}^{x,y}, X_{t_{p-1}}^{x,y} \right) \geq 1 \right] \leq K 2^{pd/2} e^{-2^p/4} \leq Ke^{-2^p/5},$$
which readily entails
$$\mathbb{P} \left[ \Lambda_{n(s)}^{x,y} \right] \leq Ke^{-2^{n(s)}/5} \leq Ke^{-cs^2}$$
for some constants $c,K > 0$ independent of $x,y \in M$. \qed

The following proposition yields a weak extension of Lemma 2.6 on pinched CH manifolds. Actually on rank-one symmetric spaces the exact statement of Lemma 2.6 could be transferred verbatim, because of Remark 3.4. However, on pinched CH manifolds the extension takes the...
form of a limsup theorem because the (optimal) inequalities (3.2) are not precise enough to allow a uniform estimate. Nevertheless, as we see from the end of the proof in Section 2, the result will be sufficient for our purposes. The proof mimics that of Proposition 3.1 in [7], save for the use of Lemma 3.5.

**Proposition 3.6.** — Fixing $x \in M$, $v \in T_xM$ unitary and setting $y = y(s) = \exp_x(sv)$, there exists two constants $c, K > 0$ independent of $s, v$ such that

$$
P \left[ \sup_{t \in [0,1]} \rho(X_t^{x,y}, \gamma(x, y)(t)) \geq s^{3/4} \right] \leq Ke^{-cs^{5/4}}.
$$

**Proof.** — Clearly, we can suppose that $s \geq 1$ and again, in the following calculations the positive constants $c, K$ will depend only on $M$ but may vary from one line to another. Let $\mathcal{P} = \mathcal{P}_{x,y}$ be the set of continuous paths $\omega : [0,1] \to M$ satisfying $\omega(0) = x$ and $\omega(1) = y$, and $\mathbb{P}_{x,y}$ be the law of the Brownian bridge on $\mathcal{P}$. For $k \in \mathbb{N}$ and $\omega \in \mathcal{P}$, set

$$
M_k(\omega) = \max_{0 \leq i < 2^k} \rho \left( \omega(t^i_k), \gamma(x, y)(t^i_k) \right)
$$

and

$$
N_k(\omega) = \max_{0 \leq i < 2^k} \rho \left( \omega(t^{2i+1}_{k+1}), \gamma(\omega(t^i_k), \omega(t^{i+1}_k)(1/2)) \right).
$$

By convexity of the distance fonction $\rho$ on $M \times M$ — see e.g. Proposition II.2.2 in [4], we see that $M_{k+1}(\omega) \leq M_k(\omega) + N_k(\omega)$. Since $M_0(\omega) = 0$ and by continuity of the path $\omega$, we have

$$
\sup_{t \in [0,1]} \rho(\omega(t), \gamma(x, y)(t)) \leq \sum_{j=0}^{+\infty} N_j(\omega).
$$

Setting

$$
\Omega^{x,y} = \left\{ \sup_{t \in [0,1]} \rho(X_t^{x,y}, \gamma(x, y)(t)) \geq s^{3/4} \right\},
$$

we deduce from Lemma 3.5 that it suffices to prove that

$$
P \left[ \Omega^{x,y} \cap \left( A_{n(s)}^{x,y} \right)^c \right] \leq Ke^{-cs^{5/4}}.
$$

Introducing the event

$$
A_n = \bigcup_{p \geq n} \left\{ \sup_{1 \leq i \leq 2^p} \rho \left( \omega(t^i_p), \omega(t^{i-1}_p) \right) \geq 1 \right\},
$$

we have
we see from (3.8) that
\[
P [\Omega_\delta^{x,y} \cap (\Lambda_\delta^{x,y})^c] \leq \sum_{j=0}^{+\infty} \mathbb{P}^{x,y} \left[ \{ N_j \geq c2^{-j/16} s^{3/4} \} \cap \Lambda_\delta^{n(s)} \right].
\]

On the one hand, from estimate (3.3) and the fact that \(2^{-n(s)} = cs^{-2}\), for \(s\) big enough we have
\[
\sum_{j=0}^{n(s)} \mathbb{P}^{x,y} \left[ N_j \geq c2^{-j/16} s^{3/4} \right] \leq \sum_{j=0}^{n(s)} \mathbb{P}^{x,y} \left[ N_j \geq cs^{5/8} \right]
\leq \sum_{j=0}^{n(s)} 2^j \sup_{z,t \in M} \mu_{z,t} \rho (\cdot, \gamma(z,t)(1/2)) \geq cs^{5/8}
\leq Ks^2 n(s)e^{-cs^{5/4}} \leq Ke^{-cs^{5/4}}.
\]

On the other hand, from estimate (3.4),
\[
\sum_{j=n(s)}^{+\infty} \mathbb{P}^{x,y} \left[ \{ N_j \geq c2^{-j/16} s^{3/4} \} \cap \Lambda_\delta^{n(s)} \right]
\leq \sum_{j=n(s)}^{+\infty} 2^j \sup_{z,t \in M} \mu_{z,t} \rho (\cdot, \gamma(z,t)(1/2)) \geq c2^{-j/16} s^{3/4}
\leq K \sum_{j=n(s)}^{+\infty} 2^{j(n/2+1)} e^{-c(2^{3j/4} s^3) \wedge (2^{7j/8} s^3/2)} \leq Ke^{-c2^{3n(s)/4} s^3/2} \leq Ke^{-cs^2}.
\]

Gluing these two latter estimates together yields (3.9), and completes the proof of the proposition.

Finally, the next proposition extends Lemma 2.7 to rank one non-compact symmetric spaces. Its proof relies on a nice probabilistic representation of the heat kernel on the latter, which is due to Lorang and Roynette [16]. We notice that their closed formula carries over more general Sturm-Liouville operators on \(\mathbb{R}^+\), and hence allows to consider e.g. radially symmetric manifolds whose sectional curvature is constant and negative at infinity. Nevertheless, the extension of this estimate to general pinched CH manifolds – see Section 4 – will be a more difficult task, requiring sophisticated probabilistic tools.
Proposition 3.7. — Let \( p_t(y, z) \) be the heat kernel on \( M \) and \( \dot{\phi}(z, y)(0) \) be the unit oriented tangent vector in \( z \) at the geodesic joining \( z \) to \( y \). Then, for every \( \varepsilon \in [0, 1] \),

\[
\rho(z, y)^{-1} \text{grad log } p_t(\cdot, y)(z) \rightarrow t^{-1} \dot{\phi}(z, y)(0)
\]
as \( \rho(z, y) \rightarrow +\infty \), uniformly on \( t \in [\varepsilon, 1] \) and \( z, y \in M \).

Proof. — Set \( u = \dot{\phi}(z, y)(0), \rho = \rho(y, z) \) and suppose first \( d > 2, k = 1 \). According to formula (II, 21) in [16], we can express

\[
p_1^1(t) = t^{-d/2} (1 + \rho)^{(d-1)/2} \exp \left(-\left((\alpha + 2\beta)^2 t/8 + (\alpha + 2\beta)\rho/2 + \rho^2 / 2t\right) \Phi_t(\rho)\right)
\]

where \( \{X_t^{s, \rho}, s \in [0, t]\} \) is the \( d \)-dimensional Bessel bridge from \( \rho \) to 0 in time \( t \), \( \tilde{l} \) is the real function given by (II, 24) in [16], and

\[
\Phi_t(\rho) = \mathbb{E} \left[ \exp \left(-\int_0^t \tilde{l}(X_t^{s, \rho}) \, ds\right) \right].
\]

Hence, we just need to prove that \( \Phi_t(\rho)'/\rho\Phi_t(\rho) \rightarrow 0 \) when \( \rho \rightarrow +\infty \) for a fixed \( t > 0 \). Since \( \tilde{l} \) and \( \tilde{l}' \) are bounded functions, by dominated convergence this clearly amounts to prove that

\[
\lim_{\rho \rightarrow +\infty} \rho^{-1} Y_t^{s, \rho} = 0 \quad \text{a.s.}
\]

where \( Y_t^{s, \rho} = D_{\rho} X_t^{s, \rho} \) solves the random ODE (see the Appendix in [16])

\[
Y_t^{s, \rho} = 1 - \int_0^s Y_t^{u, \rho} \left( \frac{(d - 1)}{2} (X_t^{u, \rho})^{-2} + \frac{1}{(s - u)} \right) \, du
\]

\[
= \exp \left[-\int_0^s \left( \frac{(d - 1)}{2} (X_t^{u, \rho})^{-2} + \frac{1}{(s - u)} \right) \, du \right].
\]

It is clear that \( 0 < Y_t^{s, \rho} < 1 \) a.s. and the proof is complete in the case \( d > 2, k = 1 \). Again, the case \( d > 2, k \neq 1 \) follows readily from the fact that \( p_t^k(\rho) = p_{k^{2s}}^1(k\rho), \) with the obvious notations. Finally, the case \( d = 2 \) consists only, up to isomorphism, in \( \mathbb{H}^2_c(\mathbb{R}) \), and this case was already treated in Lemma 2.7. \( \square \)

Remark 3.8. — In some sense, the above lemma says that the leading term for \( p_t(y, z) \) when \( \rho(y, z) \) tends to \( +\infty \) with \( t \) bounded away from 0 and \( +\infty \), looks like \( e^{-\rho^2/(2t)} \). Notice that the pinched negative sectional curvature of rank-one symmetric spaces does not seem to play a rôle for this estimate, since on \( \mathbb{R}^d \) there is of course an equality

\[
\rho(z, y)^{-1} \text{grad log } p_t^d(\cdot, y)(z) = t^{-1} \dot{\phi}(z, y)(0)
\]
for every \( y, z \in \mathbb{R}^d \) and \( t > 0 \). Even though this is no more relevant to our purposes – see the counterexample below, we believe that the estimate of Lemma 3.7 also holds in the higher rank case. However, this task probably demands a more detailed analysis, since here \( p_t(y, z) \) is not a function of one variable anymore.

**End of the proof.** — Because of Lemma 3.1, Propositions 3.6 and 3.7, we can actually reason as in Section 2.3 almost literally. The only point to change is (2.13), which does not hold anymore because the sectional curvature is not constant in general. However, Alexandrov-Toponogov’s theorem – see e.g. Theorem 73 in [2] – allows to compare

\[
\left\langle \frac{\nabla f}{\| \nabla f \|}(X_u(r)), \dot{\phi}(X_u(r), y(\infty))(0) \right\rangle
\]

with the same quantities on manifolds with constant curvature \(-c_1\) and \(-c_2\) respectively. For every \( \alpha > 0 \), this yields the existence of \( s_0 > 0 \) such that for every \( s > s_0 \),

\[
s^{-1} \left\langle \frac{\nabla f}{\| \nabla f \|}(X_u(s)), V_u(s, X_u(s)) \right\rangle \geq - \tanh \left( c_2 \sqrt{Z_u(s)} \right) + \alpha
\]

and

\[
s^{-1} \left\langle \frac{\nabla f}{\| \nabla f \|}(X_u(s)), V_u(s, X_u(s)) \right\rangle \leq - \tanh \left( c_1 \sqrt{Z_u(s)} \right) - \alpha
\]

uniformly on \( \omega \in E(s) \) and \( u \in [0,1/2] \). We can then finish the proof exactly as in Section 2.3. \( \square \)

**Remark 3.9.** — The proof of Lemma 3.7 shows actually a uniform speed of convergence in \( O(\rho^{-1}) \). Since then \( s\alpha \) is bounded, this makes it possible to finish the proof of Theorem 1.2 without Proposition 2.3, in using Proposition 2.1 and the Cameron-Martin transformation.

### 3.3. A counterexample in rank two.

The fact that Euclidean Brownian bridges \( \{B_t^{x,y}, 0 \leq t \leq 1\} \), with one extremity \( x \) far away from the other \( y \), do not concentrate on geodesic lines, follows easily from the a.s. representation

\[
B_t^{x,y} = (1-t)x + ty + B_t - tB_1
\]

for every \( t \in [0,1] \), where \( \{B_t, t \geq 0\} \) is a Brownian motion starting from 0. In this paragraph, we would like to point out that our concentration
problem for the Brownian bridge is also irrelevant on higher rank noncompact symmetric spaces, in describing an elementary counterexample on the bidisk. This space is the cartesian product $\mathbb{H} = \mathbb{H}_1 \times \mathbb{H}_2$, where $\mathbb{H}_1$ and $\mathbb{H}_2$ are two copies of the real hyperbolic plane with sectional curvature $-1$, and it is the simplest example of a rank-two non compact symmetric space. We endow it with the Riemannian distance

$$d(u, v) = \sqrt{\rho_1^2(u_1, v_1) + \rho_2^2(u_2, v_2)},$$

the notations being obvious. Taking rectangular coordinates on the half-space model and considering the geodesic line $\Lambda = \{(0, 0, t), t \in \mathbb{R}\}$, we see that the distance from $\Lambda$ of the Brownian bridge $\{(X^1_u, X^2_u), u \in [0, 1]\}$ between $(0, 1, 0, 1)$ and $(0, 1, 0, e^s)$ is greater than $\rho_1(X^1_u, (0, 1))$, which is a random variable independent of the parameter $s$.

Notice that in this counterexample, we took a point at infinity in $\mathbb{H}_1 \times \partial \mathbb{H}_2$. But we stress that the Brownian bridge does not concentrate either around geodesics, at least exponentially, when taking a point at infinity in $\partial \mathbb{H}_1 \times \partial \mathbb{H}_2$. To see this, consider the geodesic line $\Lambda = \{(0, e^t, 0, 0), t \in \mathbb{R}\}$, let $\mathbb{P}^s$ be the law of the Brownian bridge between $(0, 1, 0, 1)$ and $(0, e^s, 0, 0)$, and $\{X_u = (X^1_u, X^2_u), u \in [0, 1]\}$ be the coordinate process on $\mathbb{H}$. Setting $i$ for the identity map between $\mathbb{H}_1$ and $\mathbb{H}_2$ and $Y^2 = i(X^1)$, it follows from the definition of $d$ that for every $t \in [0, 1]$ and $a > 0$,

$$(3.10) \quad \Omega^a_t = \{\rho_2(X^2_t, Y^2_t) > 2a\} \subset \left\{ \sup_{u \in [0, 1]} d(X_u, \Lambda) > a \right\}.$$ 

If now $\tilde{\mathbb{P}}^s$ stands for the law of the Brownian motion $B$ on $\mathbb{H}$ starting from $(0, 1, 0, 1)$ and conditioned to go to $(0, \infty, 0, \infty)$ with speed $s$, a straightforward computation using the representation of $B$ as an exponential functional of Euclidean Brownian motion – see Part 2 in [21] for details – yields

$$\tilde{\mathbb{P}}^s[\Omega^a_t] \geq \mathbb{P}[|W^1_t - W^2_t| > 2a],$$

where $W^1$ and $W^2$ are two independent linear Brownian motions. Since the right-hand side does not depend on $s$, it remains to compare $\mathbb{P}^s[\Omega^a_t]$ and $\tilde{\mathbb{P}}^s[\Omega^a_t]$, and this can be done analogously as in [21] pp. 1986-87: for every $\alpha > 0$, we can prove that

$$\lim_{s \to +\infty} s^\alpha \log \mathbb{P}^s[\Omega^a_t] = 0,$$

which proves that there is no exponential concentration, in view of (3.10).

Still, one may ask if a polynomial concentration occurs when taking a point at infinity in $\partial \mathbb{H}_1 \times \partial \mathbb{H}_2$. This is partly motivated by the fact that $\mathbb{H}_1 \times \partial \mathbb{H}_2$ and $\partial \mathbb{H}_1 \times \partial \mathbb{H}_2$ play actually an entirely different rôle as a subset of the topological boundary of $\mathbb{H}$ – we refer to [10] for much more on this topic.
4. The case of pinched Cartan-Hadamard manifolds.

We begin with a – non-uniform – extension of Proposition 3.7 to pinched CH manifolds, a result which one may find interesting in its own right:

**Theorem 4.1.** — Let \( p_t(x,y) \) be the heat kernel on \( M \). Fixing \( z \in M \), for every \( \varepsilon \in [0,1] \)

\[
\rho(z,y)^{-1} \text{grad log } p_t(\cdot,y)(z) \to t^{-1}\dot{\varphi}(z,y)(0)
\]

when \( \rho(z,y) \to +\infty \), uniformly on \( t \in [\varepsilon,1] \) and \( y \in M \).

The proof of this theorem is probabilistic and entirely independent of the preceding sections. It relies on a Bismut-type formula yielding a representation of the logarithmic derivative of the heat kernel in terms of the Brownian bridge \[22\], and suitable large deviations estimates relying on Varadhan’s lemma. Using analogous arguments, recall that Bismut, motivated by Brownian holonomy and probabilistic index theory – see Theorem 3.8 in \[3\] – had proved that on a compact manifold

\[
t \text{grad log } p_t(\cdot,y)(z) \to \rho(z,y)\dot{\varphi}(z,y)(0)
\]

when \( t \to 0 \), provided that \( y \) and \( z \) are not in each other’s cut locus. We also refer to Theorem 2.5 in \[19\] for an extension of this limit theorem to the successive derivatives of the heat kernel.

We will need a preparatory result, and for this we fix some notations. Let \( z \in M \), \( v \in T_zM \) unitary, and for every \( s \geq 0 \), set \( y = y(s) = \exp_z(sv) \), so that \( s = \rho(z,y) \) and \( v = \dot{\varphi}(z,y)(0) \). Let \( \{Y_u, u \geq 0\} \) be a Brownian motion in \( M \) started at \( z \). Fix \( \beta \in (0,1] \), set \( r = 1/(\beta s) \) and \( \{Y^r_u = Y_{ru}, u \geq 0\} \) for the Brownian motion with speed \( r \). Let \( \{\mathcal{F}_u^r, u \geq 0\} \) be its canonical completed filtration and consider the \( \mathcal{F}_u^r \)-stopping times

\[
T^\lambda_r = \inf\{t > 0, \rho(z,Y^r_t) \geq \lambda\}
\]

for every \( \lambda > 0 \). The following lemma will be useful for a crucial localisation procedure during the proof of Theorem 4.1.

**Lemma 4.2.** — Fix \( \varepsilon > 0 \). For every \( c > 0 \), there exists \( \lambda > 0 \) such that

\[
P\left[T^\lambda_r < 1|Y^r_{t/r} = y\right] \leq e^{-cs}
\]

uniformly on \( z \in M \), \( v \in T_zM \) and \( t \in (\varepsilon,1] \).
Proof. — It follows from the inhomogeneous Markov property that
\[
\mathbb{P} \left[ T^{r}_{\lambda} < 1 | Y^{r}_{t/r} = y \right] = \mathbb{E} \left[ 1 \{ T^{r}_{\lambda} < 1 \} \frac{p_{t-(rT^{r}_{\lambda})} (Y^{r}_{T^{r}_{\lambda}}, y)}{p_{t}(z, y)} \right]
\]
\[
\leq \mathbb{P} \left[ T^{r}_{\lambda} < 1 \right] \sup_{x \in \mathbb{R}} \left( \frac{p_{t-u}(x, y)}{p_{t}(z, y)} \right)
\]

On the one hand, it follows from (3.2) that for every \( u \leq r \), every \( s \geq (2/\varepsilon) \vee \lambda \) and every \( x \) such that \( \rho(z, x) \leq \lambda \),
\[
(4.1) \quad \frac{p_{t-u}(x, y)}{p_{t}(z, y)} \leq K e^{(s^{2} - \rho^{2}(x, y))/2t + k_{2}s} \leq K e^{k(1 + \lambda)s}
\]
for some positive constants \( k, K \) independent of \( z \in M, v \in T_{z}M, t \in (\varepsilon, 1] \), \( \lambda \) and \( s \). On the other hand,
\[
\mathbb{P} \left[ T^{r}_{\lambda} < 1 \right] \leq \mathbb{P} \left[ \sup_{u \leq 1} \rho(z, Y^{r}_{u}) > \lambda \right] = \mathbb{P} \left[ \sup_{u \leq r} \rho(z, Y_{u}) > \lambda \right]
\]
and since the process \( u \mapsto \rho(z, Y_{u}) \) lies a.s. between two Bessel processes whose parameters depend only on \( c_{1}, c_{2} \) — see e.g. Corollary 3.4.4 and Theorem 3.5.1 in [13], an immediate scaling argument yields
\[
(4.2) \quad \mathbb{P} \left[ \sup_{u \leq r} \rho(z, Y_{u}) > \lambda \right] \leq e^{-k' \lambda^{2} \beta s}
\]
for some constant \( k' \) depending only on \( c_{1}, c_{2} \). Putting (4.1) and (4.2) together completes the proof of the lemma.

Proof of Theorem 4.1. — We will use the same notations as above and, for concision, in the following we will write “uniformly” for “uniformly on \( t \in [\varepsilon, 1] \) and \( y \in M^{n} \). Let \( \{ h_{u}, 0 \leq u \leq 1 \} \) be an a.s. differentiable, \( F_{u}^{r} \)-adapted nonincreasing process with values in \([0, 1]\) such that \( h_{0} = 1, h_{1} = 0, h_{u} = -1 \) when \( u \leq T^{r}_{\lambda} \wedge 1, h_{u} = 0 \) when \( t \geq T^{r}_{\lambda} + 1 \), and \( \int_{0}^{1} h_{u}^{2} \, du \in L^{2} \) — we refer to [23] for the construction of \( h \). From Corollary 2.5 and Formula (6.7) in [22] together with a Brownian scaling argument, we have for every \( r > 0 \)
\[
r \text{grad} \log p(t, \cdot, y)(z) = -\mathbb{E} \left[ \int_{0}^{1} h_{w}(\Theta^{r}_{0, w})^{*} d_{\text{Itô}} Y^{r}_{w} \big| Y^{r}_{t/r} = y \right]
\]
\[
= -\mathbb{E} \left[ \left( \int_{0}^{1} h_{w}(\Theta^{r}_{0, w})^{*} d_{\text{Itô}} Y^{r}_{w} \right) \frac{p_{r-t}(Y^{r}_{1}, y)}{p_{t}(z, y)} \right],
\]
where \( \Theta^{r}_{0, u} : T_{z}M \to T_{Y^{r}_{u}}M \) is the so-called deformed parallel translation along \( Y^{r} \): \( \Theta^{r}_{0, 0} = \text{Id}_{T_{z}M} \) and for every \( g \in T_{z}M \), the process \( \{ \Theta^{r}_{0, u}(g), u \geq 0 \} \) satisfies the random covariant equation
\[
D \Theta^{r}_{0, u}(g) = -\frac{r}{2} \text{Ric}^{g}(\Theta^{r}_{0, u}(g)) \, du.
\]
Using the Markov property and the fact that \( h_u = 0 \) when \( t \geq T_r^{\lambda+1} \), we get the following decomposition

\[
(4.3) \quad \epsilon^{-1} \text{grad} \log p(t, \cdot, y)(z) = E \left[ 1_{\{T_r^{\lambda} \geq 1\}} \left( \int_0^1 (\Theta_{0,w}^r)^* d\nu_{H_0} Y^r_w \right) \frac{p_{t-r}(Y^r_1, y)}{p_t(z, y)} \right] - E \left[ 1_{\{T_r^{\lambda} < 1\}} \left( \int_0^{S_r^\lambda} h_w(\Theta_{0,w}^r)^* d\nu_{H_0} Y^r_w \right) \frac{p_{t-\lambda}(Y^r_0, y)}{p_t(z, y)} \right]
\]

for every \( \beta > 0 \), having set \( S_r^\lambda = 1 \wedge T_r^{\lambda+1} \) for simplicity. By the Cauchy-Schwarz inequality and since \( \beta \leq 1 \), the second summand on the right-hand side in (4.3) is smaller than

\[
P \left[ T_r^{\lambda} < 1 | Y_{t/r} = y \right]^{1/2} \sup_{\rho(z,x) \leq \lambda+1} \left( \frac{p_{t-u}(x, y)}{p_t(z, y)} \right) \left\| \int_0^1 h_w(\Theta_{0,w}^r)^* d\nu_{H_0} Y^r_w \right\|_2.
\]

Since by assumption \( \int_0^1 h_u^2 du \in L^2 \) – with a norm independent of \( t, z, v \) and \( s \), and since a.s. \( ||(\Theta_{0,w}^r)^*|| \leq e^{(d-1)c_2} \) for every \( w \leq 1 \) – see Inequality (7.4) in [22], we get the upper bound

\[
K \epsilon^{cs} P \left[ T_r^{\lambda} < 1 | Y_{t/r} = y \right]^{1/2}
\]

which, reasoning as in Lemma 4.2, is smaller than

\[
K \epsilon^{cs} P \left[ T_r^{\lambda} < 1 | Y_{t/r} = y \right]^{1/2}
\]

for some positive constants \( c, K \) independent of \( t, z, v \) and \( s \). But according to Lemma 4.2, this last expression tends to 0 uniformly when \( s \to +\infty \), provided that \( \lambda \) is big enough. Hence, we see that the second summand in the decomposition (4.3) is negligible and, fixing \( \lambda > 0 \) big enough once and for all, it remains to prove that

\[
\beta E \left[ 1_{\{T_r^{\lambda} \geq 1\}} \left( \int_0^1 (\Theta_{0,w}^r)^* d\nu_{H_0} Y^r_w \right) \frac{p_{t-r}(Y^r_1, y)}{p_t(z, y)} \right] \to t^{-1} v
\]

uniformly when \( s \to +\infty \). Since \( P \left[ T_r^{\lambda} \geq 1 | Y_{t/r} = y \right] \to 1 \) uniformly when \( s \to +\infty \) – again according to Lemma 4.2, this amounts to prove that

\[
(4.4) \quad \lim_{\beta \to 0} \left( \limsup_{s \to +\infty} E \left[ 1_{\{T_r^{\lambda} \geq 1\}} \left\| \Phi^r_1 - v \right\| \frac{p_{t-r}(Y^r_1, y)}{p_t(z, y)} \right] \right) = 0
\]

uniformly, where \( \{\Phi^r_u, u \geq 0\} \) is the \( T_z M \) valued process defined by

\[
\Phi^r_u = \beta t \int_0^u (\Theta_{0,w}^r)^* (d\nu_{H_0} Y^r_w)
\]
for every $u \geq 0$. Setting

$$A_\alpha = \left\{ \phi \in C([0,1], T_zM), \|\phi(1) - v\| \geq \alpha \right\}$$

for every $\alpha > 0$, and writing $A_\alpha^r = \{ T_r^\lambda \geq 1 \} \cap \{(\Phi^r)^{-1}(A_\alpha)\}$ for concision, we have

$$(4.5) \quad \mathbb{E} \left[ 1_{\{T_r^\lambda \geq 1\}} \|\Phi^r_1 - v\| \frac{p_{t-r}(Y^r_1, y)}{p_t(z, y)} \right] = \int_0^\infty \mathbb{E} \left[ 1_{A_\alpha^r} \frac{p_{t-r}(Y^r_1, y)}{p_t(z, y)} \right] d\alpha,$$

so that we need an upper bound on

$$\mathbb{E} \left[ 1_{A_\alpha^r} \frac{p_{t-r}(Y^r_1, y)}{p_t(z, y)} \right].$$

It follows from (3.2) that on $\{ T_r^\lambda \geq 1 \}$ there is a constant $K$ independent of $t, z, v$ and $s$, such that

$$\frac{p_{t-r}(Y^r_1, y)}{p_t(z, y)} \leq Ke^{(s^2 - \rho^2(Y^r_1, y))/2t - rs/2t(t-r) + k_2s}$$

$$\leq Ke^{k_2s-s/2\beta t^2 - s\psi_\infty(Y^r_1)/t},$$

where $\psi_\infty$ is the Busemann function associated to $y(\infty)$ and vanishing at $z$. Finally we need an upper bound on

$$e^{k_2s-s/2\beta t^2} \mathbb{E} \left[ 1_{A_\alpha^r} e^{-s\psi_\infty(Y^r_1)}/t \right],$$

which will be obtained with the help of large deviation theory. To this aim, we first need to write down properly the stochastic differential equation satisfied by the process $\{(Y^r_u, \Phi^r_u), u \in [0,1]\}$, on the event $\{ T_r^\lambda \geq 1 \}$. Actually, we will have to consider the more general process $\{Z^r_u = (Y^r_u, U^r_u, \theta^r_u, \Phi^r_u), u \in [0,1]\}$, where $U^r$ is the stochastic parallel transform along $Y^r$, and $\theta^r$ is defined by $\theta^r_u = (U^r_u)^* \Theta^r_u$ for every $u \in [0,1]$. If $\{W_u, u \geq 0\}$ is a Brownian motion in $T_zM$, the very definitions of $Y^r$ and $\Phi^r$ yield first the following equations:

$$d\nabla_{\text{It}\bar{o}} Y^r_u = \sqrt{r} U^r_u dW_u \quad \text{and} \quad d\Phi^Y_u = \beta t \sqrt{r}(\theta^r)^* dW_u,$$

with the initial conditions $Y^r_0 = z$ and $\Phi^r_0 = 0$. On the other hand, from the definition of the covariant derivative, the equation for $\theta^r$ is given by

$$d\theta^r_u = -\frac{r}{2} (U^r)^* \text{Ric}^\delta(U^r\theta^r) du$$

with initial condition $\theta^r_0 = \text{Id}$. It remains to derive the equation for $U^r$. In local coordinates, it is given by

$$\delta U^r_u = -\Gamma(Y^r_u)(\delta Y^r_u, U^r_u),$$
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where $\delta U^\tau_u$ is the Stratonovich differential of $U^\tau_u$, and $\Gamma$ is the Christoffel symbol of the Laplace-Beltrami connection over $M$ — see e.g. Formula (8.12) in [8]. The corresponding Itô equation is

$$dU^\tau_u = -\Gamma(Y^\tau_u(dY^\tau_u, U^\tau_u) - 1/2\Gamma(Y^\tau_u)(dY^\tau_u, dU^\tau_u) - 1/2d\Gamma(Y^\tau_u)(dY^\tau_u, U^\tau_u)$$

and since in local coordinates,

$$dY^\tau_u = \sqrt{r} U^\tau_u dW_u - \frac{r}{2} \text{tr} \Gamma(Y) \, du$$

we finally get

$$dU^\tau_u = -\sqrt{r} \Gamma(Y^\tau_u)(U^\tau_u dW_u, U^\tau_u) + r/2 \left[ \Gamma(Y^\tau_u)(U^\tau_u dW_u, \Gamma(Y^\tau_u)(U^\tau_u dW_u, U^\tau_u)) - d\Gamma(Y^\tau_u)(U^\tau_u dW_u, U^\tau_u) \right].$$

Hence, by local boundedness of the Christoffel symbols and their derivatives, we deduce that on $\{ T^\lambda_u \geq 1 \}$ the process $\{ Z^\tau_u, u \in [0, 1] \}$ solves in local coordinates an equation of the form

$$dZ^\tau_u = \sqrt{r} \sigma(Z^\tau_u) \, dW_u + rb(Z^\tau_u) \, du,$$

where $\sigma$ and $b$ are bounded and uniformly Lipschitz, and whose starting point is $(z, \text{Id}, \text{Id}, 0)$. Considering the process $\{(r, Z^\tau_u), u \geq 0\}$ and applying Theorem 5.6.12 in [6], we see that $\{ Z^\tau_u, u \in [0, 1] \}$ satisfies a Large Deviation Principle with good rate function

$$I(\phi) = \inf_{g \in \mathbb{H}_0^1/\phi = \phi(g)} \left\{ \frac{1}{2} \int_0^1 |\dot{g}_u|^2 \, du \right\},$$

where $\mathbb{H}_0^1$ is the usual Cameron-Martin space over $T_z M$ and $\phi(g)$ is the continuous path $\{ \phi_u = (\phi^1_u, \phi^2_u, \phi^3_u, \phi^4_u), u \in [0, 1] \}$ defined followingly: for every $u \geq 0$, $\phi^1_u = \beta t g_u$, $\phi^3_u = \text{Id} : T_z M \rightarrow T_z M$, and

$$\begin{cases}
\phi^1_u = \int_0^u \phi^2_w \dot{g}_w \, dw \\
\phi^2_u = \text{Id} - \int_0^u \Gamma(\phi^1_w)(\phi^2_w \dot{g}_w, \phi^2_w) \, dw
\end{cases}$$

The path $u \mapsto \phi^1_u$ is the development on $\{ x \in M, \rho(z, x) \leq \lambda \}$ in local coordinates of the Euclidean path $u \mapsto g_u$, and $u \mapsto \phi^2_u$ is the parallel transport along $\phi^1$. To obtain an upper bound on

$$\mathbb{E}\left[ 1_{A \tau} e^{-s\psi_\infty(Y^\tau_t)/t} \right],$$

we will apply Theorem 4.3.1 (Varadhan’s Lemma) and its consequence Exercise 4.3.11 in [6]. Indeed, the condition (4.3.2) therein on the functional
ψ∞(Yr1) is obviously fulfilled, because ψ∞(Yr1) is bounded by a deterministic constant on \( \{ T^\alpha_r \geq 1 \} \). This yields

\[
\limsup_{s \to -\infty} s^{-1} \log \mathbb{E} \left[ \mathbf{1}_{A^\alpha} e^{-s \psi\infty(Y_r^\alpha)/t} \right] \leq - \inf_{\phi^4 \in A^\alpha} \left( \beta I(\phi^4) + \psi\infty(\phi_1^4)/t \right),
\]

with the above notations and

\[
I(\phi^4) = 1/2 \int_0^1 |\dot{g}_u|^2 \, du.
\]

Besides, we deduce from the proof of Lemma 4.3.6 in [6] – which is the main argument to obtain the limsup in Exercise 4.3.11, and hence our above (4.6) – that the above limsup is uniform in \( \alpha \). Indeed, with the notations therein but replacing their \( \alpha \) by \( \xi \) to avoid confusion, we see that the finite cover of the compact set \( \Psi_1(\xi) \) can be chosen independently of \( \alpha \), so that replacing their \( X \) by our \( A_n^{\alpha} \), the speed of convergence in (4.6) is dominated by that of the large deviation upper bound for the \( \overline{A_{x_i}} \)'s with \( x_i \in A_n^{\alpha} \), hence by that of (4.6) for \( \alpha = 0 \), which gives the uniformity.

Since \( u \mapsto \phi_1^4 \) is the development of \( u \mapsto g_u \), its Riemannian arclength is given by \( \sqrt{2I(\phi^4)} \). But among paths with the same endpoints, geodesics minimize arclength, so that in the above infimum we can consider only paths \( \phi \) such that \( g \) is of the form \( u \mapsto wu \) with \( w \in T_yM \). Now set \( A = \sqrt{2I(\phi^4)} \), \( e = 1/(\beta t) \), \( a = \|\phi_1^4 - v\| \) and \( D = \rho(\phi_1^4, \exp_z(ev)) \). With these notations, \( \phi_1^4 = e^{-1}g_1 = e^{-1}w \) and \( \phi_1^4 = \exp_z w \), so that from the negative curvature of \( M \),

\[
D \geq ea.
\]

We want to find a lower bound for \( A^2 + 2e\psi\infty(\phi_1^4) + e^2 \). If \( \psi\infty(\phi_1^4) \geq 0 \), then

\[
A^2 + 2e\psi\infty(\phi_1^4) + e^2 \geq A^2 + e^2 \geq (A + e)^2/2 \geq D^2/2
\]

by triangle inequality. If \( \psi\infty(\phi_1^4) < 0 \), then setting \( B = \rho(z, \pi(\phi_1^4)) \) – recall that \( \pi \) is the orthogonal projection on the geodesic \( \varphi(x,y) \) – we have \( \psi\infty(\phi_1^4) \geq -B \) by convexity of \( \psi\infty \), so that we are left to bound \( A^2 - 2eB + e^2 \) from below. Setting \( h = \rho(\pi(\phi_1^4), \phi_1^4) \) and using again a comparison theorem together with the negative curvature of \( M \), we get

\[
A^2 \geq B^2 + h^2,
\]

whence

\[
A^2 - 2eB + e^2 \geq h^2 + (B - e)^2 \geq (h + |B - e|)^2/2 \geq D^2/2
\]

by triangle inequality. This entails finally

\[
A^2 + 2e\psi\infty(\phi_1^4) + e^2 \geq D^2/2 \geq e^2a^2/2
\]

and, recalling that \( a = \|\phi_1^4 - v\| \geq \alpha \) if \( \phi^4 \in A^n \),

\[
1/2\beta^2t^2 + \inf_{g/\phi^4 \in A^n} \left( I(\phi^4) + \psi\infty(\phi_1^4)/\beta t \right) \geq e^2\alpha^2/4 \geq \alpha^2/4r\beta^2t^2.
\]
Transferring this to the large deviation estimate (4.6) entails that for every \( \varepsilon > 0 \),

\[
\log \mathbb{E} \left[ 1_{A_t^n} e^{-s\psi_\infty(Y_t^n)/t} \right] \leq s(\varepsilon + k_2 - \alpha^2/4\beta t^2)
\]

for \( s \) big enough, uniformly in \( \alpha \). Hence, using (4.5) and setting \( k_2^\varepsilon = k_2 + \varepsilon \), we get

\[
\begin{align*}
\mathbb{E} \left[ 1_{\{T_\lambda^r \geq 1\}} \|\Phi_1^r - v\| \frac{p_t-r(Y_1^r, y)}{p_t(z, y)} \right] & \leq K \left( \int_0^\infty 1 \wedge e^{s(k_2^\varepsilon - \alpha^2/4\beta t^2)} \, d\alpha \right) \\
& \leq K \left( 2t \sqrt{k_2^\varepsilon \beta} + \int_0^\infty e^{s(k_2^\varepsilon - \alpha^2/4\beta t^2)} \, d\alpha \right) \\
& \leq K \left( 2 \sqrt{k_2^\varepsilon \beta} + \int_0^\infty e^{-s\alpha^2/4\beta t^2} \, d\alpha \right) \\
& \leq K \left( 2 \sqrt{k_2^\varepsilon \beta} + t \sqrt{\pi \beta s^{-1}} \right),
\end{align*}
\]

which yields (4.4) and completes the proof of the Theorem. \( \square \)

Unfortunately, the above theorem is not sufficient to entail (2.12), because there we strongly need uniformity on \( \omega \in E(s) \) and \( t \in [0, 1/2] \). On the other hand, it seems difficult to provide a uniform version of Theorem 4.1 without further assumption on the curvature tensor of \( M \): in order to apply Theorem 5.6.12 and Exercise 4.3.11 in [6], it is necessary to have uniform boundedness and Lipschitz properties for \( \sigma \) and \( b \), and this uniformity fails whenever the Christoffel symbols or their derivatives up to order two are not bounded on a fixed neighbourhood of the origin of the exponential maps. This latter situation is possible, as can be seen from the example of a two-dimensional radially symmetric manifold with prescribed sectional curvature \( \kappa(r) = -(1+\cos^2 r^2) \), where the second derivative of the Christoffel symbols at the origins of the exponential maps is not bounded (we leave the details of this fact to the reader).

For this reason we need Assumption 1.1 on \( M \) to obtain the following uniform version of Theorem 4.1 which, combined with Lemma 3.1, Proposition 3.6, and the end of the proof in Section 3, will finish the proof of Theorem 1.2.
**Theorem 4.3.** — Under Assumption 1.1 and with the notations of Theorem 4.1, for every \( \varepsilon \in [0, 1] \)
\[
\rho(z, y)^{-1} \text{grad} \log p_t(\cdot, y)(z) \to t^{-1} \dot{\varphi}(z, y)(0)
\]
when \( \rho(z, y) \to +\infty \), uniformly on \( t \in [\varepsilon, 1] \), \( z \in M \), and \( v \in T_z M \).

**Proof.** — The proof follows almost verbatim from that of Theorem 4.1, since Lemma 4.2 is already uniform in \( z \). All we need to check is that the limsup in (4.6) is uniform in \( \alpha > 0 \) and \( z \in M \). First, Assumption 1.1 yields the desired uniform bound for \( b \) and \( \sigma \) and their derivatives, and then we can check from the proof of Theorem 5.6.12 in [6] that the speed of convergence in the Large Deviation upper bound for \( \{Z_u^r, u \in [0, 1]\} \) does not depend on \( z \). The same holds concerning Lemma 4.3.11 in [6], but the argument is a bit more subtle because the compact set \( \Psi_I(\xi) \) in Lemma 4.3.6 in [6] – with our notation for \( \xi \) instead of their \( \alpha \) to avoid confusion – also depends on \( z \). However, the uniformity in \( z \) remains as far as the large deviation upper bound for the \( A_{x_i}'s \) is concerned, because of the uniform LDP for \( \{Z_u^r, u \in [0, 1]\} \). This completes the proof. \( \square \)

**Remark 4.4.** — During the proofs of Theorems 4.1 and 4.3, another method for majorizing
\[
E := \mathbb{E} \left[ \mathbf{1}_{\{T_\lambda^r > 1\}} \left\| \Phi_1^r - v \right\| \frac{p_{t-r}(Y_1^r, y)}{p_t(z, y)} \right]
\]
could be possible, not relying on Varadhan’s Lemma. We first decompose
\[
E = \mathbb{E} \left[ \mathbf{1}_{\{T_\lambda^r > 1\}} \mathbf{1}_{\|\Phi_1^r - v\| < 2t \sqrt{k_2 \beta}} \left\| \Phi_1^r - v \right\| \frac{p_{t-r}(Y_1^r, y)}{p_t(z, y)} \right] \\
+ \mathbb{E} \left[ \mathbf{1}_{\{T_\lambda^r > 1\}} \mathbf{1}_{\|\Phi_1^r - v\| > 2t \sqrt{k_2 \beta}} \left\| \Phi_1^r - v \right\| \frac{p_{t-r}(Y_1^r, y)}{p_t(z, y)} \right]
\]
\[\leq 2t \sqrt{k_2 \beta} + \mathbb{E} \left[ \mathbf{1}_{\{T_\lambda^r > 1\}} \mathbf{1}_{\|\Phi_1^r - v\| > 2t \sqrt{k_2 \beta}} \left\| \Phi_1^r - v \right\| \frac{p_{t-r}(Y_1^r, y)}{p_t(z, y)} \right],\]
so that we need an upper bound on
\[
E' := \mathbb{E} \left[ \mathbf{1}_{\{T_\lambda^r > 1\}} \mathbf{1}_{\|\Phi_1^r - v\| > 2t \sqrt{k_2 \beta}} \left\| \Phi_1^r - v \right\| \frac{p_{t-r}(Y_1^r, y)}{p_t(z, y)} \right].
\]
Since
\[
\frac{p_{t-r}(Y_1^r, y)}{p_t(z, y)} \leq K e^{k_2 s - \frac{1}{2s} t^2} \cdot \frac{\psi_\infty(Y_1^r)}{r}
\]
on the event \( \{ T_r^\lambda > 1 \} \), we first have
\[ E \leq Ke^{k^2 s} e^{-\frac{s^2}{2k^2} \beta} \mathbb{E} \left[ 1_{\{ T_r^\lambda > 1 \}} \mathbb{1}_{\{ \| \Phi_1^r - v \| > 2t \sqrt{k^2 \beta} \}} \times \| \Phi_1^r - v \| e^{-\frac{2}{k^2} \psi_\infty (Y_1^r)} \right]. \]

Let \( \{ Z_r^r, t \geq 0 \} \) be the solution to the SDE
\[ Z_u^r = Y_u^r - \frac{1}{\beta t} \int_0^u \text{grad} \psi_\infty (Z_w^r) \, dw, \]
where \( \{ Y_r^r, t \geq 0 \} \) is as above a Brownian motion starting from \( z \) and with speed \( r \). Considering the martingale
\[ N_u = \frac{1}{r^2 \beta t} \int_0^u \left\langle \text{grad} \psi_\infty (Z_w^r), d_{\text{Itô}} Z_w^r + \frac{1}{\beta t} \text{grad} \psi_\infty (Z_u^r) \, dw \right\rangle, \]
we see that under \( \mathbb{Q} = \mathcal{E}(N) \cdot \mathbb{P} \), \( Z^r \) has the same law as \( Y^r \). Hence, the right-hand side of (4.7) can be rewritten as
\[ Ke^{k^2 s} e^{-\frac{s^2}{2k^2} \beta} \mathbb{E} \left[ 1_{\{ T_r^\lambda (Z^r) > 1 \}} \mathbb{1}_{\{ \| \Phi_1^r (Z^r) - v \| > 2t \sqrt{k^2 \beta} \}} \times \| \Phi_1^r (Z^r) - v \| e^{-\frac{2}{k^2} \psi_\infty (Z^r)} \mathcal{E}(N)_1 \right] \]
where \( T_r^\lambda (Z^r) \) and \( \Phi_1^r (Z^r) \) are defined in replacing \( Y^r \) by \( Z^r \). Noticing that \( \| \text{grad} \psi_\infty \| = 1 \), we have
\[ \mathcal{E}(N)_1 = e^{\frac{1}{2k^2} \beta s} \exp \left( \frac{1}{r^2 \beta t} \int_0^1 \left\langle \text{grad} \psi_\infty (Z_u^r), d_{\text{Itô}} Z_u^r \right\rangle \right). \]
Applying Itô’s formula yields
\[ \psi_\infty (Z_u^r) = \int_0^1 \left\langle \text{grad} \psi_\infty (Z_u^r), d_{\text{Itô}} Z_u^r \right\rangle + \frac{r}{2} \int_0^1 \Delta \psi_\infty (Z_u^r) \, du, \]
so that finally
\[ E \leq Ke^{k^2 s} \mathbb{E} \left[ 1_{\{ T_r^\lambda (Z^r) > 1 \}} \mathbb{1}_{\{ \| \Phi_1^r (Z^r) - v \| > 2t \sqrt{k^2 \beta} \}} \| \Phi_1^r (Z^r) - v \| \times e^{-\frac{2}{k^2} \psi_\infty (Z^r)} \mathcal{E}(N)_1 \right] \]
\[ \leq Ke^{k^2 s} \mathbb{E} \left[ 1_{\{ T_r^\lambda (Z^r) > 1 \}} \mathbb{1}_{\{ \| \Phi_1^r (Z^r) - v \| > 2t \sqrt{k^2 \beta} \}} \| \Phi_1^r (Z^r) - v \| \right] \]
\[ \leq Ke^{k^2 s} C(\beta) \sqrt{r} \mathbb{P} \left[ T_r^\lambda (Z^r) > 1, \| \Phi_1^r (Z^r) - v \| > 2t \sqrt{k^2 \beta} \right]^{1/2}, \]
where in the second line we used the fact (coming from the convexity of \( \psi_\infty \)) that \( \Delta \psi_\infty \geq 0 \) and where in the third line we have majorized the \( L^2 \)-norm of \( \| \Phi_1^r (Z^r) - v \| \). Using the same Large Deviation Principle for \( Z^r \) as above, one can prove that
\[ \mathbb{P} \left[ T_r^\lambda (Z^r) > 1, \| \Phi_1^r (Z^r) - v \| > 2t \sqrt{k^2 \beta} \right] \leq e^{-k^2 s}. \]
as \( s \to +\infty \), with

\[
k_{\beta} = \inf_{g \in H^1_0, \phi = \phi(g)} \left\{ \frac{1}{2} \int_0^1 \left\| \phi_u \dot{g}_u + \frac{1}{\beta t} \text{grad} \psi(\phi_u^1) \right\|^2 du \right\}.
\]

However, because of the difficult tractability of \( \text{grad} \psi_{\infty} \), except in the trivial flat case we got stuck in proving that \( k_{\beta} \to +\infty \) as \( \beta \to 0 \), which would be enough to complete the proof of Theorems 4.1 and 4.3. The advantage of this method is that there would be no Busemann function anymore under the integral for the large deviation estimates, so that we would only need to use Theorem 5.6.12 in [6].
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