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FINITE ABELIAN GROUPS

by John GILBERT & Ziemowit RZESZOTNIK (*)

Abstract. — For $1 \leq p, q \leq \infty$ we calculate the norm of the Fourier transform
from the $L^p$ space on a finite abelian group to the $L^q$ space on the dual group.

Résumé. — Pour les valeurs de $p$ et $q$ comprises entre 1 et l’infini, nous déter-
minons la norme de la transformée de Fourier de l’espace $L^p$ d’un groupe abélien
fini vers l’espace $L^q$ du groupe dual.

Introduction

Let $G$ be a locally compact abelian group and $\mathcal{F}$ be the Fourier transform
on $G$. Hausdorff-Young inequality states, that for $1 < p < 2$, $\frac{1}{p} + \frac{1}{q} = 1$ and
$f \in L^p(G)$, we have that
\[(0.1) \quad ||\mathcal{F}f||_q \leq ||f||_p,\]
whith the norms on the appropriate Lebesgue spaces constructed relative
to Haar measures. The problem of finding the sharp constants in the above
inequality was resolved within the last century. In their joint paper [21]
from 1927, Hardy and Littlewood showed that on $\mathbb{T}$ the equality in (0.1)
holds only for characters. The general case was treated by Hewitt and
Hirschman in 1954 (see [23] or Theorem (43.13) in [24]). They found out,
that the equality holds only for characters restricted to co-sets of compact
open subgroups of $G$. It was still unknown, however, what happens if $G$
has no compact open subgroups. The well known structure theorem states
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that every locally compact abelian group is topologically isomorphic to $\mathbb{R}^n \times G_0$, where $G_0$ is a locally compact abelian group that contains a compact open subgroup. Therefore, it was rather clear, that understanding the case $G = \mathbb{R}^n$ is the only missing piece of information needed to describe the extremals of (0.1). In 1961, Babenko shed some light on this topic. He showed in [4], that on $\mathbb{R}$, the inequality (0.1) can be improved if $q$ is an even integer. He calculated the sharp constants in this case and showed that the equality holds only for modulations and translations of Gaussians, that is, functions given by $g(x) = e^{-ax^2}$, $a > 0$. Basing on Babenko’s result, Hewitt and Ross conjectured in [24] the form of the extremal functions that maximize $\|\mathcal{F}f\|_q$ on locally compact abelian groups. The case $G = \mathbb{R}^n$ was solved in 1975 by Beckner, who proved in [5], that for all $1 < p < 2$ and $f \in L^p(\mathbb{R}^n)$ one has

\[(0.2) \quad \|\mathcal{F}f\|_q \leq \left(\frac{p^\frac{1}{p} - 1}{q^\frac{1}{q}}\right)^\frac{n}{2} \|f\|_p \]

and equality holds for Gaussians. Finally, in 1990, Lieb showed that the equality in (0.2) holds only for Gaussians (see [30]). This ended the process of finding the norm of $\mathcal{F}$ on locally compact abelian groups and characterizing its extremals.

Our paper is devoted to finding the norm of $\mathcal{F}$ on finite abelian groups and characterizing the extremals for arbitrary values $1 \leq p, q \leq \infty$. That is, we no longer assume that $p$ and $q$ are conjugated. We show that the square $[0, 1]^2 \ni (\frac{1}{p}, \frac{1}{q})$ splits into three regions. In one of them the norm is attained on the delta functions (time basis). In the other, the characters (frequency basis) pinpoint the norm. The extremals of the third region are the most interesting. These are biunimodular functions, that were recently introduced in [8] by Björk and Saffari. The notion is easy to explain. Recall, that $f$ is unimodular if $|f|$ is identically equal to 1. We say that $f$ is biunimodular, if both $f$ and $\mathcal{F}f$ are unimodular. Although Björk and Saffari were concentrating on cyclic groups, biunimodular functions were also considered on $G = (\mathbb{Z}_2)^N$ under the name of bent functions. They appear in cryptography and error-correcting codes. Investigating biunimodular functions on cyclic groups, however, can be dated back to Gauss. The general problem of finding all biunimodular functions is very complex. We provide the evidence for this in the final section.

We also characterize all the other extremals for the norm of $\mathcal{F}$, that occur at the boundaries of the three mentioned regions. In particular, we give an elementary proof of the result of Hewitt and Hirschman in the case of
finite abelian groups. We argue that these classical extremals together with biunimodular functions are in the hard core of modern Fourier analysis.

1. Preliminaries

Let $G$ be a finite abelian group and $\hat{G} = \{\gamma : G \to \mathbb{T}\}$ its dual group. For $1 \leq p, q \leq \infty$ we consider the spaces $L^p(G)$ and $L^q(\hat{G})$ with the counting measure, so that the corresponding norms are given by $\|v\|_p = (\sum_{g \in G} |v(g)|^p)^{1/p}$, $\|w\|_q = (\sum_{\gamma \in \hat{G}} |w(\gamma)|^q)^{1/q}$ for $v \in L^p(G)$, $w \in L^q(\hat{G})$ if $p, q \neq \infty$ and $\|v\|_\infty = \sup_{g \in G} |v(g)|$, $\|w\|_\infty = \sup_{\gamma \in \hat{G}} |w(\gamma)|$. All these spaces have a common underlying vector space $V$ isomorphic to $\mathbb{C}^{|G|}$, where $|G|$ denotes the cardinality of $G$. The characters $\gamma \in \hat{G}$ allow us to define the Fourier transform $F : L^p(G) \to L^q(\hat{G})$ by

$$Fv(\gamma) = \frac{1}{|G|^{1/2}} \langle v, \gamma \rangle,$$

where $\langle \cdot, \cdot \rangle$ is the standard inner product on $V$. Thus, the Fourier transform is a $|G| \times |G|$ matrix whose rows take the form $|G|^{-1/2} \gamma$. Consequently, any function $f \in L^2(G)$ can be treated as a vector.

The normalized characters $\{|G|^{-1/2} \gamma : \gamma \in \hat{G}\}$ form an orthonormal basis of $L^2(G)$, so $F$ is unitary and $\|Fv\|_2 = \|v\|_2$. A standard result is that $F(\chi_H) = |H||G|^{-1/2} \chi_{H^\perp}$, where $H$ is a subgroup of $G$ and $H^\perp = \{\gamma \in \hat{G} : \ker \gamma \supset H\}$. Moreover, $|H||H^\perp| = |G|$, for any subgroup $H \subseteq G$.

For $1 \leq p, q \leq \infty$ the norm $C_{p,q}$ of the Fourier transform is given by

$$C_{p,q} = \sup_{\|v\|_p = 1} \|Fv\|_q.$$ 

Since $F$ is unitary, we have $C_{2,2} = 1$. The goal of this paper is to calculate the values of $C_{p,q}$ for arbitrary $1 \leq p, q \leq \infty$. It will be achieved by bounding $C_{p,q}$ for particular values of $p$ and $q$, using Riesz-Thorin interpolation to extend these bounds to the whole Riesz square $[0, 1]^2 \ni (\frac{1}{p}, \frac{1}{q})$ and finding the functions where the upper bound is attained. We shall also characterize all extremal functions that pinpoint the norm. As we mentioned in the previous section, an important class of extremals consists of biunimodular functions. Let us close these preliminaries by making the following formal

**Definition 1.1.** — Let $G$ be a finite abelian group. We say that $u \in L^2(G)$ is biunimodular if

$$|u(g)| = 1 \quad \text{and} \quad |Fu(\gamma)| = 1$$

for all $g \in G$, $\gamma \in \hat{G}$.
2. Norm of the Fourier transform

To give the values of $C_{p,q}$ we need to consider three regions

$$(2.1) \quad R_F = \left\{ \left( \frac{1}{p}, \frac{1}{q} \right) \in [0, 1]^2 : \frac{1}{p} + \frac{1}{q} \leq 1, \frac{1}{q} \leq \frac{1}{2} \right\},$$

$$(2.2) \quad R_T = \left\{ \left( \frac{1}{p}, \frac{1}{q} \right) \in [0, 1]^2 : \frac{1}{p} + \frac{1}{q} \geq 1, \frac{1}{p} \geq \frac{1}{2} \right\},$$

and

$$(2.3) \quad R_{TF} = \left\{ \left( \frac{1}{p}, \frac{1}{q} \right) \in [0, 1]^2 : \frac{1}{p} \leq \frac{1}{2}, \frac{1}{q} \geq \frac{1}{2} \right\}.$$

The main result of the paper is the following (see Fig. 2.1)
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\caption{Norm of the Fourier transform.}
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**Theorem 2.1.** —

$$C_{p,q} = \begin{cases} 
|G|^{\frac{1}{2}-\frac{1}{p}} & \text{for } \left( \frac{1}{p}, \frac{1}{q} \right) \in R_F \\
|G|^{\frac{1}{2}-\frac{1}{q}} & \text{for } \left( \frac{1}{p}, \frac{1}{q} \right) \in R_T \\
|G|^{\frac{1}{2}-\frac{1}{p}} & \text{for } \left( \frac{1}{p}, \frac{1}{q} \right) \in R_{TF}
\end{cases}$$
The proof of the theorem will be split in two parts. In the next section we shall prove that \( C_{p,q} \) is bounded by the above values. Later we will exhibit extremal functions for which the norm is attained. The difficult problem of finding all extremals will be treated at the end of the paper.

In order to proceed with the proof of the above theorem let us consider the function \( K : [0, 1]^2 \to \mathbb{R} \) given by

\[
K(x, y) = \begin{cases} |G|^\frac{1}{2} - x & \text{for } (x, y) \in \mathcal{R}_F \\ |G|^y - \frac{1}{2} & \text{for } (x, y) \in \mathcal{R}_T \\ |G|^y - x & \text{for } (x, y) \in \mathcal{R}_{TF} \end{cases}
\]

Clearly, we want to show that \( C_{p,q} = K(\frac{1}{p}, \frac{1}{q}) \). The inequality \( C_{p,q} \leq K(\frac{1}{p}, \frac{1}{q}) \) will follow from Riesz-Thorin convexity theorem. The remainder of this section is dedicated to the reader who is not familiar with this tool.

Although the convexity theorem can be stated in a much greater generality we shall stick to our simple setting. Let \( T : \mathbb{C}^n \to \mathbb{C}^m \) be a linear operator. We define its norm \( N_T(p, q) \) for \( 1 \leq p, q \leq \infty \) by

\[
N_T(p, q) = \sup_{\|v\|_p = 1} \|Tv\|_q
\]

and consider the function \( K_T : [0, 1]^2 \to \mathbb{R} \) given by \( K_T(x, y) = N_T(x^{-1}, y^{-1}) \) (with the convention \( \frac{1}{0} = \infty \) and \( \frac{1}{\infty} = 0 \)).

**THEOREM** (Riesz-Thorin Convexity Theorem). — The function \( \log K_T \) is convex.

This simply means that if \( P = \{p_1, p_2, \ldots, p_l\} \) is a collection of points in \([0, 1]^2\) then \( \log K_T(\sum_{i=1}^l \lambda_i p_i) \leq \sum_{i=1}^l \lambda_i \log K_T(p_i) \) for arbitrary \( \lambda_i \geq 0 \) such that \( \sum_{i=1}^l \lambda_i = 1 \). The functions for which the above inequality becomes an equality are affine functions, that are simply given by \( f(x, y) = ax + by + c \) for some \( a, b, c \in \mathbb{R} \). The set

\[
hull(P) = \left\{ \sum_{i=1}^l \lambda_i p_i : \lambda_i \geq 0 \text{ for all } i \text{ and } \sum_{i=1}^l \lambda_i = 1 \right\}
\]

is called the convex hull of \( P \). These notions allow us to formulate an immediate consequence of the convexity theorem

**COROLLARY 2.2.** — If \( f \) is an affine function and \( \log K_T(p) \leq f(p) \) for all \( p \) in a finite set \( P \subset [0, 1]^2 \) then \( \log K_T(p) \leq f(p) \) for all \( p \in hull(P) \).
Proof. — For $p \in \text{hull}(P)$ we have

$$
\log K_T(p) = \log K_T \left( \sum_{i=1}^{l} \lambda_i p_i \right) \leq \sum_{i=1}^{l} \lambda_i \log K_T(p_i) \leq \sum_{i=1}^{l} \lambda_i f(p_i) = f(p).
$$

In the next section we shall use the above corollary to show the upper bound for the norm of the Fourier transform.

3. The upper bound $C_{p,q} \leq K\left( \frac{1}{p}, \frac{1}{q} \right)$

We have the following

**Proposition 3.1.** — $C_{p,q} \leq K\left( \frac{1}{p}, \frac{1}{q} \right)$. 

**Proof.** — Since the regions $R_F$, $R_T$ and $R_{TF}$ are convex and the function $\log K$ restricted to any of these regions is affine, it is enough to check that the inequality $C_{p,q} \leq K\left( \frac{1}{p}, \frac{1}{q} \right)$ holds at the vertices of these regions and apply Corollary 2.2 to extend this upper bound to the whole Riesz square.

Since $F$ is unitary we see that at the point $(\frac{1}{2}, \frac{1}{2})$ we have

$$
C_{2,2} = 1 = K\left( \frac{1}{2}, \frac{1}{2} \right).
$$

At the point $(0, 0)$ we have

$$
|Fv(\gamma)| = |G|^{-\frac{1}{2}} |\langle v, \gamma \rangle| \leq |G|^{-\frac{1}{2}} \|v\|_\infty \|\gamma\|_1 = |G|^{-\frac{1}{2}} \|v\|_\infty,
$$

so $C_{\infty,\infty} \leq K(0, 0)$.

At the point $(1, 0)$ we have

$$
|Fv(\gamma)| = |G|^{-\frac{1}{2}} |\langle v, \gamma \rangle| \leq |G|^{-\frac{1}{2}} \|v\|_1 \|\gamma\|_\infty = |G|^{-\frac{1}{2}} \|v\|_1,
$$

so $C_{1,\infty} \leq K(1, 0)$.

At the point $(1, 1)$ we have

$$
\|Fv\|_1 = \left\| \sum_{g \in G} v(g) F \delta_g \right\|_1 \leq \sum_{g \in G} |v(g)| \|F \delta_g\|_1 = |G|^{\frac{1}{2}} \|v\|_1,
$$

where $\delta_g$ is the delta function at $g$. Therefore, $C_{1,1} \leq K(1, 1)$.

At the point $(\frac{1}{2}, 1)$ we have

$$
\|Fv\|_1 = \langle |Fv|, \chi_G \rangle \leq \|Fv\|_2 \|\chi_G\|_2 = |G|^{\frac{1}{2}} \|v\|_2,
$$

where $\chi_G$ is the characteristic function of $G$. Therefore, $C_{2,1} \leq K(\frac{1}{2}, 1)$.

At the point $(0, 1)$ we use the above estimate to get

$$
\|Fv\|_1 \leq |G|^{\frac{1}{2}} \|v\|_2 \leq |G|^{\frac{1}{2}} \|v\|_\infty \|\chi_G\|_2 = |G| \|v\|_\infty,
$$
so $C_{\infty,1} \leq K(0,1)$.

And finally at the point $(0, \frac{1}{2})$ we have

$$\|Fv\|_2 = \|v\|_2 \leq |G|^{\frac{1}{2}}\|v\|_{\infty},$$

so $C_{\infty,2} \leq K(0, \frac{1}{2})$, what ends the proof. \hfill \square

We close this section with a remark that Proposition 3.1 still holds if we replace the matrix of characters by any complex valued Hadamard matrix.

## 4. The lower bound $C_{p,q} \geq K\left(\frac{1}{p}, \frac{1}{q}\right)$

We shall prove

**Proposition 4.1.** — $C_{p,q} \geq K\left(\frac{1}{p}, \frac{1}{q}\right)$.

**Proof.** — We will exhibit functions $v$ such that $\|Fv\|_q = K\left(\frac{1}{p}, \frac{1}{q}\right)\|v\|_p$. This can be easily done for regions $R_F$ and $R_T$ that are given in (2.1) and (2.2). Indeed, for $R_F$ the characters $\gamma \in \hat{G}$ maximize the norm since

$$\|F\gamma\|_q = |G|^{\frac{1}{2}}\|\gamma\|_p = K\left(\frac{1}{p}, \frac{1}{q}\right)\|\gamma\|_p.$$

In a similar fashion, the delta functions $\delta_g, g \in G$ are extremals for the norm in $R_T$ because

$$\|F\delta_g\|_q = |G|^{\frac{1}{2}}\|\delta_g\|_p = K\left(\frac{1}{p}, \frac{1}{q}\right)\|\delta_g\|_p.$$

The most interesting region is $R_{TF}$ where for any biunimodular function $u$ defined in (1.1) we have

$$\|Fu\|_q = |G|^{\frac{1}{2}}\|u\|_p = K\left(\frac{1}{p}, \frac{1}{q}\right)\|u\|_p.$$

This allows us to end the proof of Proposition 3.1 as long as we accept the existence of biunimodular functions for any finite abelian group (see Theorem 4.7 below). \hfill \square

There is a natural way to find at least some of the biunimodular functions. To see it, let us make few trivial observations about the extremals exhibited in the proof of Proposition 4.1. The characters clearly give rise to the frequency basis \{ $|G|^{-\frac{1}{2}}\gamma : \gamma \in \hat{G}$ \}. This orthonormal basis can be also written as \{ $M_\gamma(|G|^{-\frac{1}{2}}\chi_G) : \gamma \in \hat{G}$ \}, where $M_\gamma$ is a modulation given by $M_\gamma f = \gamma f$. Similarly, the collection of delta functions forms the time basis \{ $\delta_g : g \in G$ \} that can be also viewed as \{ $T_g(\delta_e) : g \in G$ \} with $T_g$ being the translation given by $T_g f = f(\cdot - g)$. Since in the region $R_F$ the norm
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is attained on the frequency basis and in $R_T$ on the time basis, we can ask if the norm in the region $R_{TF}$ is attained on some sort of time-frequency basis. This motivates the following.

**Definition 4.2.** — We say that a function $u \in L^2(G)$ gives rise to a time-frequency basis if $\{T_g(|G|^{-\frac{1}{2}}u) : g \in G\}$ is an orthonormal basis that is equal to $\{c_\gamma M_\gamma(|G|^{-\frac{1}{2}}u) : \gamma \in \hat{G}\}$ with some constants $c_\gamma \in \mathbb{T}$.

In other words, we require that the translates of $|G|^{-\frac{1}{2}}u$ form an orthonormal basis and this basis is the same (up to some constants), as the one obtained by taking the modulations of $|G|^{-\frac{1}{2}}u$.

It is not hard to see that if $u$ generates a time-frequency basis then it must be biunimodular. Indeed, it is enough to observe that the Fourier transform of a translation is a modulation of the Fourier transform, namely

\[(4.1)\quad \mathcal{F}T_g = M_g \mathcal{F},\]

where the modulation $M_g$ on the dual group is a multiplication by the character $g \in \hat{G} = G$ that is simply given by $g(\gamma) = \gamma(g)$. Then, the claim follows immediately from the basic lemma that we give below.

**Lemma 4.3.** — A function $u \in L^2(G)$ is unimodular if and only if $\{M_\gamma(|G|^{-\frac{1}{2}}u) : \gamma \in \hat{G}\}$ is an orthonormal basis.

**Proof.** — If $u$ is unimodular and $\gamma \neq \gamma'$ then

$$\langle M_\gamma u, M_{\gamma'} u \rangle = \langle \gamma, \gamma' \rangle = 0$$

and $|||G|^{-\frac{1}{2}}u||_2 = 1$, so the assertion follows.

On the other hand if modulations of $u$ are orthonormal then for all $\gamma \in \hat{G} \setminus \{e\}$ we have

$$0 = \langle u, M_\gamma u \rangle = \langle |u|^2, \gamma \rangle$$

and, therefore, $|u|^2 = c\chi_G$ for some $c \in \mathbb{C}$. Since the orthonormality also implies that $c = 1$, we obtain that $|u| = \chi_G$. \qed

The above lemma and (4.1) give us also the following.

**Corollary 4.4.** — A function $u \in L^2(G)$ is biunimodular if and only if it is unimodular and $\langle u, T_g u \rangle = 0$ for all $g \in G \setminus \{e\}$.

This corollary provides the easiest way to check if a given function is biunimodular. For example, we can use it to see that the vector $[1, 1, 1, -1]$ is biunimodular on the cyclic group $\mathbb{Z}_4$. This shows that, in general, a biunimodular function does not have to generate a time-frequency basis but rather two orthonormal bases (one given by translations and the other
by modulations). However, by restricting our attention to functions that
generate a time-frequency basis we get a clean result for finite cyclic groups.

**Theorem 4.5.** — A function \( u \in L^2(\mathbb{Z}_N) \) generates a time-frequency
basis for the cyclic group \( \mathbb{Z}_N, N \in \mathbb{N} \), if and only if for some constant \( c \in \mathbb{T} \)
we have that

\[
(4.2) \quad u(n) = ce^{\frac{2\pi i}{N}(\lambda n^2 + \mu n)} \quad n \in \mathbb{Z}_N, \quad N \text{ odd},
\]

\[
(4.3) \quad u(n) = ce^{\frac{2\pi i}{N}(\frac{\lambda'}{2} n^2 + \mu n)} \quad n \in \mathbb{Z}_N, \quad N \text{ even},
\]

where \( \lambda, \mu \in \mathbb{Z}_N \) with \( \lambda \) relatively prime to \( N \).

**Proof.** — Let us assume that \( u \) generates a time-frequency basis. Since
\( u \) is unimodular we can write

\[
u(n) = e^{2\pi i f(n)},
\]

where \( f \) is a real-valued function and without the loss of generality we can
assume that \( f(0) = 0 \). We know that \( T_{-1} u = c' M_{\lambda'} u \) for some constant
\( c' \in \mathbb{T} \), where \( \lambda' \in \mathbb{Z}_N \setminus \{0\} \) and \( M_{\lambda'} u(n) = e^{\frac{2\pi i}{N} \lambda' n} u(n) \). This implies that
for \( n = 0, 1, \ldots, N - 2 \) we have

\[
u(n + 1) - \nu(n) = \frac{\lambda' n}{N} + \nu \mod 1,
\]

where \( \nu \in \mathbb{R} \). Therefore, for \( n = 1, \ldots, N - 1 \) we obtain

\[
u(n) = \sum_{k=0}^{n-1} \left( \frac{\lambda' k}{N} + \nu \right) = \frac{\lambda' n(n - 1)}{2} + vn = \frac{\lambda'}{2} n^2 + \frac{\mu' n}{N},
\]

for some \( \mu' \in \mathbb{R} \). Thus, we have that

\[
u(n) = e^{\frac{2\pi i}{N}(\frac{\lambda'}{2} n^2 + \mu' n)},
\]

for \( n \in \mathbb{Z}_N \).

To restrict further the values of \( \lambda' \) and \( \mu' \) we observe that

\[
u = \langle T_{-1} u, u \rangle = u(0) u(N - 1) + \sum_{n=0}^{N-2} u(n + 1) u(n)
\]

\[
u = u(N - 1) + \sum_{n=0}^{N-2} e^{\frac{2\pi i}{N}(\lambda' n + \frac{\lambda'}{2} + \mu')}.
\]

Since \( \sum_{n=0}^{N-1} e^{\frac{2\pi i}{N} \lambda' n} = 0 \), the above equality can be transformed into

\[
u = e^{\frac{2\pi i}{N} \mu' N} = e^{\frac{2\pi i}{N} \frac{\lambda'}{2} N^2}.
\]

This forces us to consider few cases.
If $N$ is even, then $e^{2 \pi i \frac{N'}{2} N^2} = 1$ and we conclude that $\mu' \in \mathbb{Z}_N$. Therefore, our function $u$ is of the form (4.3) with $\lambda = \lambda'$ and $\mu = \mu'$.

If $N$ is odd and $\lambda'$ is even, then (4.4) yields the same conclusion, so $u$ is of the form (4.2) with $\lambda = \frac{\lambda'}{2}$ and $\mu = \mu'$. In the case when $N$ and $\lambda'$ are odd we obtain that $e^{-2 \pi i \mu' N} = -1$. This means that $\mu' = k + \frac{1}{2}$ for some integer $k$. In effect, a simple calculation shows that in this case $u$ is of the form (4.2) with $\lambda = \frac{\lambda' + N}{2}$ and $\mu = k + \frac{N + 1}{2}$.

It remains to check that $\lambda$ and $N$ must be relatively prime. Since formula (4.2) is $N$-periodic, for any $k \in \mathbb{Z}_N \setminus \{0\}$ we have that for $N$ odd

$$
\langle u, T_k u \rangle = e^{2 \pi i \frac{N'}{2} \lambda^2} \sum_{n=0}^{N-1} e^{2 \pi i \frac{N}{2} \lambda n}.
$$

Therefore, using the geometric sum argument we see that $\langle u, T_k u \rangle = 0$ for all such $k$ if and only if $e^{2 \pi i \frac{N'}{2} \lambda k} \not= 1$, that is, $\lambda$ is relatively prime to $N$.

If $N$ is even, we use the $N$-periodicity of (4.3) to get

$$
\langle u, T_k u \rangle = e^{2 \pi i \frac{N'}{2} \lambda^2} \sum_{n=0}^{N-1} e^{2 \pi i \frac{N}{2} \lambda n}.
$$

Thus, $\langle u, T_k u \rangle = 0$ if and only if $e^{2 \pi i \lambda k} \not= 1$, so again $\lambda$ must be relatively prime to $N$.

To finish the proof we observe that $u$ given by (4.2) or (4.3) generates a time-frequency basis. Indeed, since we proved already via geometric sum argument that the translates of such $u$ form an orthogonal basis, it is enough to notice that for $k \in \mathbb{Z}_N$ we have

$$
T_k u = e^{2 \pi i \frac{N'}{2} \lambda k^2} M_{-2 \lambda k} u, \quad N \text{ odd};
$$

$$
T_k u = e^{2 \pi i \frac{N'}{2} \lambda k^2} M_{-\lambda k} u, \quad N \text{ even}.
$$

\[\Box\]

In this way we arrive to the classical example of biunimodular functions. The first to stumble upon them was Gauss. His proof of constructibility of some regular polygons (for example, the 17-sided polygon) was based on calculating certain sums of roots of unity. More precisely, the roots that are given by (4.2) with $c, \lambda = 1$ and $\mu = 0$. That is why a function of the form given in (4.2) or (4.3) is called a Gauss sequence. We warn the reader not to misinterpret formula (4.3). Although we consider $\lambda \in \mathbb{Z}_N$, clearly, $\lambda$ and $\lambda + N$ do not yield the same $u$ via (4.3). This, however, does not pose a problem, since $e^{2 \pi i \frac{\lambda + N}{2} n^2} = e^{2 \pi i \frac{\lambda}{2} n^2 + \frac{N}{2} n}$ for even $N$. 
Gauss sequences can be used to generate a time-frequency basis on any finite abelian group. It turns out that the most natural idea, that is, construction via tensor products, works without any difficulties. In fact, we have the following

**Lemma 4.6.** — If a function \( w \) is biunimodular on a group \( G \) and \( v \) is biunimodular on a group \( H \), then the function \( u \) given for \( g \in G \) and \( h \in H \) by \( u(g,h) = w(g)v(h) \) is biunimodular on the product group \( G \times H \). Moreover, if both \( w \) and \( v \) generate a time-frequency basis, then so does \( u \).

**Proof.** — The proof relies completely on the fact that \( \hat{G} \times \hat{H} = \hat{G} \times \hat{H} \). Let \( \mathcal{F} \) be the Fourier transform on \( G \times H \). Since for \( (\gamma, \eta) \in \hat{G} \times \hat{H} \) we have that

\[
\mathcal{F}u(\gamma, \eta) = \sum_{g,h \in G \times H} u(g,h)\overline{\gamma(g)\eta(h)} = \langle w, \gamma \rangle \langle v, \eta \rangle,
\]

we see immediately that if \( w \) and \( v \) are biunimodular, then so is \( u \).

Moreover, if both \( w \) and \( v \) generate a time-frequency basis, then for \( (g,h) \in G \times H \) we have that \( T_gw = c_\gamma M_\gamma w \) and \( T_hv = c_\eta M_\eta v \) for some characters \( (\gamma, \eta) \in \hat{G} \times \hat{H} \) and some constants \( c_\gamma, c_\eta \in \mathbb{C} \). This implies that

\[
T_{(g',h')} u = c_\gamma c_\eta M_{(\gamma, \eta)} u
\]

and since we know already that \( u \) is biunimodular, the above suffices to conclude that \( u \) generates a time-frequency basis. \( \square \)

Using the fact that any finite abelian group is a product of cyclic groups, Lemma 4.6 allows us to obtain the following.

**Theorem 4.7.** — For any finite abelian group there exists a biunimodular function. Moreover, this function can be chosen in such a way that it generates a time-frequency basis.

This ends the proof of Theorem 2.1 and allows us for a coherent presentation of the extremals of the Fourier transform that we used in the proof (see Fig. 4.1).

By duality, we can restate Theorem 2.1 to include the lower bound for \( \|Fv\|_q \) as well.

**Theorem 4.8.** — For arbitrary \( 1 \leq p, q \leq \infty \) and any \( v \in L^p(G) \) we have

\[
C_{q,p}^{-1} \|v\|_p \leq \|Fv\|_q \leq C_{p,q} \|v\|_p,
\]

with sharp constants \( C_{p,q} \) that are given in Theorem 2.1.
Proof. — The right hand side inequality of (4.5) was proved in Theorem 2.1, thus we only have to show the other inequality.

Let $F^*$ be the dual operator and $C^*_{p,q}$ be its norm. The standard duality argument gives us that $C_{p,q} = C^{*}_{q',p'}$ for $1 \leq p, q \leq \infty$ and $\frac{1}{p} + \frac{1}{p'} = 1$, $\frac{1}{q} + \frac{1}{q'} = 1$. Moreover, it is easy to check that $C_{p,q}$ from Theorem 2.1 satisfies $C_{p,q} = C_{q',p'}$. Therefore, we can conclude that $C^*_{p,q} = C_{p,q}$. This implies that for any $v \in L^p(G)$ we have

$$\|v\|_p = \|F^*Fv\|_p \leq C_{q,p}\|Fv\|_q,$$

what shows that the left hand side inequality of (4.5) holds and is sharp. □

In the following section we shall give a full characterization of the functions where the norm of the Fourier transform is attained.

5. Characterization of the extremals of the Fourier transform

For arbitrary $1 \leq p, q \leq \infty$ we define the set of extremals for the Fourier transform $F$ at the point $(p, q)$ by

$$E_{p,q} = \{v \in L^p(G) : \|Fv\|_q = C_{p,q}\|v\|_p\},$$

Figure 4.1. Basic extremal functions.
where $C_{p,q}$ is the norm of $F$ that is given in Theorem 2.1.

Most of the extremals can be easily characterized by studying the inequalities from Proposition 3.1. The only difficulty is posed by the classical values of $p,q$ that correspond to the Hausdorff-Young inequality. Of course, if we multiply an element of $E_{p,q}$ by a constant we obtain another element of $E_{p,q}$. Therefore, we shall characterize $E_{p,q}$ up to a constant.

**Theorem 5.1.** — For $(\frac{1}{p}, \frac{1}{q}) \in [0,1]^2$ we have that up to a constant

$E_{p,q} = \begin{cases} 
\text{frequency basis} & \text{for } \frac{1}{p} + \frac{1}{q} < 1, \frac{1}{q} < \frac{1}{2} \quad (5.2) \\
\text{time basis} & \text{for } \frac{1}{p} + \frac{1}{q} > 1, \frac{1}{p} > \frac{1}{2} \quad (5.3) \\
\text{biunimodular functions} & \text{for } \frac{1}{p} < \frac{1}{2}, \frac{1}{q} > \frac{1}{2} \quad (5.4) \\
\{v \in L^p(G) : |v| = 1\} & \text{for } \frac{1}{p} < \frac{1}{2}, \frac{1}{q} = \frac{1}{2} \quad (5.5) \\
\{v \in L^p(G) : |Fv| = 1\} & \text{for } \frac{1}{p} = \frac{1}{2}, \frac{1}{q} > \frac{1}{2} \quad (5.6) \\
\{v \in L^p(G) : v = \gamma|v|, \gamma \in \hat{G}\} & \text{for } \frac{1}{p} = 1, \frac{1}{q} = 0 \quad (5.7) \\
L^2(G) & \text{for } \frac{1}{p} = \frac{1}{2}, \frac{1}{q} = \frac{1}{2} \quad (5.8) \\
\{M_\gamma T_g \chi_H : g \in G, \gamma \in \hat{G} \text{ and } H \subseteq G\} & \text{for } \frac{1}{p} + \frac{1}{q} = 1, \frac{1}{2} < \frac{1}{p} < 1 \quad (5.9)
\end{cases}$

**Proof.** — To show (5.2) we observe that (3.1) becomes equality if and only if $|\langle v, \gamma \rangle| = \|v\|_\infty \|\gamma\|_1$, that is, when $v$ is a constant multiple of $\gamma$. Therefore, if $v$ is not of this form, we can use Riesz-Thorin convexity theorem for the one-dimensional space $V$ generated by $v$ to see that such function can not belong to $E_{p,q}$ for the values of $p,q$ listed in (5.2). Since we showed already in Proposition 4.1 that the characters are extremal for the region $R_F$ given in (2.1), we see that (5.2) holds.

In a similar fashion we can use (3.3) to get (5.3). Indeed, (3.3) is based on the triangle inequality for the norm $\| \cdot \|_1$. Since for $g \in G$ the functions $F\delta_g$ are linearly independent, the equality in (3.3) holds if and only if $v$ is a delta function. Therefore, the convexity theorem and Proposition 4.1 give us (5.3).
By inspecting (3.5), that is based on (3.4), we see that the former becomes an equality if and only if $|\mathcal{F}v|$ and $|v|$ are constant. Thus, (5.4) follows as before from the convexity theorem and a calculation included in the proof of Proposition 4.1.

It is easy to check that the functions given in (5.5) and (5.6) are extremal for the indicated values of $p$ and $q$. We can use (3.4) to get (5.6) and (3.6) to get (5.5) by inspecting these inequalities in a similar way we inspected (3.5) and using the convexity theorem.

Similarly, (5.7) follows from (3.2) and since (5.8) is obvious, we are only left with (5.9). The simple interpolation argument, that we were using so far, breaks down in this case. It allows us only to conclude that the extremals for $1 < p < 2$ and $q = p'$ must be of the form given in (5.7). It turns out, however, that not all functions given in (5.7) will pinpoint the norm for $1 < p < 2$ and $q = p'$. These particular values of $p$ and $q$ are exactly the case of the original Hausdorff-Young inequality and we shall use Young’s ideas to show (5.9).

We can still apply the convexity theorem, as soon as we show that the functions given in (5.9) are the only extremals for $p = \frac{4}{3}$ and $q = 4$. We have

$$\|\mathcal{F}v\|_4 = \|\mathcal{F}v\mathcal{F}v\|^{\frac{1}{2}} = \|\mathcal{F}^*(\mathcal{F}v\mathcal{F}v)\|^{\frac{1}{2}} = |G|^{-\frac{1}{4}}\|v \ast v\|^{\frac{1}{2}},$$

where “$\ast$” denotes the convolution and we have used that $\mathcal{F}^*(vw) = |G|^{-\frac{1}{2}}(\mathcal{F}^*v) \ast (\mathcal{F}^*w)$. Young’s inequality (see (5.12) below) allows us to conclude that

$$\|v \ast v\|_2 \leq \|v\|^{\frac{2}{3}}.$$ 

Therefore, (5.10) yields a familiar estimate

$$\|\mathcal{F}v\|_4 \leq |G|^{-\frac{1}{4}}\|v\|^{\frac{1}{4}},$$

that is simply a special case of Theorem 2.1. The theorem assures that the norm of $\mathcal{F}$ is equal to $|G|^{-\frac{1}{4}}$ for $p = \frac{4}{3}$ and $q = 4$. Thus, if we want to find the extremals corresponding to these values of $p$ and $q$, it is enough to check when (5.11) becomes an equality. To keep our discussion simple, we shall use our previous remark and assume that the extremal $v$ is of the form given in (5.7). This allows us to concentrate on a non-negative $v$ whose support contains the neutral element of the group $G$, since the set of extremals at any point $(p, q)$ is invariant under modulations and translations. It turns out that for such $v$, (5.11) becomes an equality if and only if $v$ is a characteristic function of a subgroup $H$ of $G$. We shall prove
this fact in Lemma 5.2 below. For now, let us finish the proof of the theorem by checking that the norm of $\mathcal{F}$ is attained on functions given in (5.9).

Recall that for any subgroup $H \subseteq G$ we have that $\mathcal{F}(\chi_H) = |H||G|^{-\frac{1}{2}} \chi_{H^\perp}$ and $|H||H^\perp| = |G|$. Therefore, for $p$ and $q$ as in (5.9), we have

$$\|\mathcal{F}(\chi_H)\|_q = |H||G|^{-\frac{1}{2}} \|\chi_{H^\perp}\|_q = |H||G|^{-\frac{1}{2}} |H^\perp|^{\frac{1}{q}} = |G|^{\frac{1}{q} - \frac{1}{2}} |H|^{\frac{1}{2}} = C_{p,q} \|\chi_H\|_p,$$

where $C_{p,q}$ is the norm calculated in Theorem 2.1. Since the set of extremals at any point $(p, q)$ is invariant under modulations and translations, we easily conclude that the functions given in (5.9) indeed yield the norm of $\mathcal{F}$ in the specified range of $p$ and $q$.

Although our setting is discrete, the relationship between the extremals for Young’s inequality and those for the Fourier transform with $1 < p < 2$ and $q = p'$ is pretty much the same as in the case of the real line. We shall not pursue this relationship to its full generality. Instead, we will concentrate on facts that are needed to close the proof of the above theorem.

The convolution operator “*” on our group $G$ is given by

$$u * v(x) = \sum_{y \in G} u(x - y)v(y),$$

where $u$ and $v$ are complex-valued functions on $G$. The basic interplay between the convolution and the Fourier transform is given by

$$\mathcal{F}(u * v) = |G|^{\frac{1}{2}} \mathcal{F}u \mathcal{F}v \quad \text{and} \quad \mathcal{F}(uv) = |G|^{-\frac{1}{2}} \mathcal{F}u * \mathcal{F}v.$$

Young’s inequality

(5.12) \[ \|u * v\|_r \leq \|u\|_p \|v\|_q \]

holds for $1 \leq p, q, r \leq \infty$ whenever $\frac{1}{p} + \frac{1}{q} = \frac{1}{r} + 1$. Since we want to see when the above inequality becomes an equality, we need to go over the proof of this estimate. One of the ways to show (5.12) is based on Hölder inequality (for three functions)

(5.13) \[ \|fg\|_1 \leq \|f\|_a \|g\|_b \|h\|_c, \]

where $1 \leq a, b, c \leq \infty$ and $\frac{1}{a} + \frac{1}{b} + \frac{1}{c} = 1$. Here, the equality holds if and only if there is a function $\psi$ and constants $c_1$, $c_2$, $c_3$ such that $|f|^a = c_1 \psi$, $|g|^b = c_2 \psi$ and $|h|^c = c_3 \psi$. In order to prove (5.12) we write

$$|u(x - y)v(y)| = f(y)g(y)h(y),$$

where $f(y) = |u(x - y)|^{1 - \frac{2}{p}}$, $g(y) = |u(x - y)|^{\frac{2}{p}} |v(y)|^{\frac{2}{q}}$ and $h(y) = |v(y)|^{1 - \frac{2}{q}}$. Then we apply (5.13) with $\frac{1}{a} = \frac{1}{p} - \frac{1}{r}$, $\frac{1}{b} = \frac{1}{r}$ and $\frac{1}{c} = \frac{1}{q} - \frac{1}{r}$. In this way we obtain an estimate on $|u * v(x)|$. Raising this estimate to the power $r$
and summing over $G$ yields Young’s inequality. Therefore, we can not have an equality in (5.12) unless we have an equality in (5.13). That is, for each $x \in G$, the following proportionality condition must be satisfied

$$
|u(x - y)|^p = c_1 \psi(y), \quad |u(x - y)|^p |v(y)|^q = c_2 \psi(y) \quad \text{and} \quad |v(y)|^q = c_3 \psi(y),
$$

with constants $c_1$, $c_2$ and $c_3$ that depend on $x$ and some function $\psi$ that depends on $x$ as well.

This observation allows us to prove the following

**Lemma 5.2.** — Let $v$ be a non-negative function on a finite abelian group $G$, whose support contains the neutral element $e$. Then

$$
\|v * v\|_2 = \|v\|_2^2,
$$

if and only if $v = \beta \chi_H$ for some subgroup $H \subseteq G$ and a positive constant $\beta$.

**Proof.** — If $v = \chi_H$, then $v * v = |H| \chi_H$ and the assertion follows. Of course, we are really interested in the other implication. Clearly, what we assume is that we have an equality in (5.12) with $r = 2$, $p = q = \frac{4}{3}$ and $u = v$. As we already observed, this implies that the proportionality condition (5.14) must be satisfied. Since in our case $p = q$ and $v$ is non-negative, we may assume that

$$
(5.15) \quad v(x - y) = c_1 \psi(y), \quad v(x - y)v(y) = c_2 \psi(y) \quad \text{and} \quad v(y) = c_3 \psi(y).
$$

The whole difficulty lies in the fact that the constants $c_1$, $c_2$ and $c_3$ depend on $x$ and can be equal to zero. That is why we shall consider the following set

$$
A = \{ x \in G : v(x - y)v(y) = 0 \text{ for all } y \in G \}
$$

and its complement $B = G \setminus A$. Since we can take $x = y = e$, we see that $B$ is non-empty. Let us fix an $x \in B$. By definition, $v(x - \cdot) \psi(\cdot) \neq 0$. This implies that $v(x - \cdot) \neq 0$ and we already assumed that $v \neq 0$. Therefore, none of the constants $c_1$, $c_2$ and $c_3$ in (5.15) is equal to zero. This allows us to transform (5.15) into

$$
(5.16) \quad v(x - y)v(y) = \alpha v(y),
$$

$$
(5.17) \quad v(x - y)v(y) = \beta v(x - y)
$$

and

$$
(5.18) \quad v(x - y) = \gamma v(y),
$$

where $\alpha$, $\beta$ and $\gamma$ are non-zero constants that depend on $x$. 

**Proof.** — If $v = \chi_H$, then $v * v = |H| \chi_H$ and the assertion follows. Of course, we are really interested in the other implication. Clearly, what we assume is that we have an equality in (5.12) with $r = 2$, $p = q = \frac{4}{3}$ and $u = v$. As we already observed, this implies that the proportionality condition (5.14) must be satisfied. Since in our case $p = q$ and $v$ is non-negative, we may assume that

$$
(5.15) \quad v(x - y) = c_1 \psi(y), \quad v(x - y)v(y) = c_2 \psi(y) \quad \text{and} \quad v(y) = c_3 \psi(y).
$$

The whole difficulty lies in the fact that the constants $c_1$, $c_2$ and $c_3$ depend on $x$ and can be equal to zero. That is why we shall consider the following set

$$
A = \{ x \in G : v(x - y)v(y) = 0 \text{ for all } y \in G \}
$$

and its complement $B = G \setminus A$. Since we can take $x = y = e$, we see that $B$ is non-empty. Let us fix an $x \in B$. By definition, $v(x - \cdot) \psi(\cdot) \neq 0$. This implies that $v(x - \cdot) \neq 0$ and we already assumed that $v \neq 0$. Therefore, none of the constants $c_1$, $c_2$ and $c_3$ in (5.15) is equal to zero. This allows us to transform (5.15) into

$$
(5.16) \quad v(x - y)v(y) = \alpha v(y),
$$

$$
(5.17) \quad v(x - y)v(y) = \beta v(x - y)
$$

and

$$
(5.18) \quad v(x - y) = \gamma v(y),
$$

where $\alpha$, $\beta$ and $\gamma$ are non-zero constants that depend on $x$. 

**Proof.** — If $v = \chi_H$, then $v * v = |H| \chi_H$ and the assertion follows. Of course, we are really interested in the other implication. Clearly, what we assume is that we have an equality in (5.12) with $r = 2$, $p = q = \frac{4}{3}$ and $u = v$. As we already observed, this implies that the proportionality condition (5.14) must be satisfied. Since in our case $p = q$ and $v$ is non-negative, we may assume that

$$
(5.15) \quad v(x - y) = c_1 \psi(y), \quad v(x - y)v(y) = c_2 \psi(y) \quad \text{and} \quad v(y) = c_3 \psi(y).
$$

The whole difficulty lies in the fact that the constants $c_1$, $c_2$ and $c_3$ depend on $x$ and can be equal to zero. That is why we shall consider the following set

$$
A = \{ x \in G : v(x - y)v(y) = 0 \text{ for all } y \in G \}
$$

and its complement $B = G \setminus A$. Since we can take $x = y = e$, we see that $B$ is non-empty. Let us fix an $x \in B$. By definition, $v(x - \cdot) \psi(\cdot) \neq 0$. This implies that $v(x - \cdot) \neq 0$ and we already assumed that $v \neq 0$. Therefore, none of the constants $c_1$, $c_2$ and $c_3$ in (5.15) is equal to zero. This allows us to transform (5.15) into

$$
(5.16) \quad v(x - y)v(y) = \alpha v(y),
$$

$$
(5.17) \quad v(x - y)v(y) = \beta v(x - y)
$$

and

$$
(5.18) \quad v(x - y) = \gamma v(y),
$$

where $\alpha$, $\beta$ and $\gamma$ are non-zero constants that depend on $x$.
Let $H$ be the support of $v$. To show that $v = \beta \chi_H$, we observe that (5.16) implies that $v(x - y) \neq 0$ for all $y \in H$ (we still keep $x$ fixed in $B$). This, however, together with (5.17) allows us to conclude that $v(y) = \beta$ for all $y \in H$. Thus, up to a constant, $v$ is a characteristic function of $H$.

The last step is to show that $H$ is a subgroup of $G$. First, we shall see that $H = B$. Let us consider an arbitrary $x \in B$. By (5.18) we get that $y \in H$ if and only if $x - y \in H$. Thus, $H = -H + x$. Since $H$ contains the neutral element $e$, we see that $e = -h + x$ for some $h \in H$. Therefore, $x \in H$ and we get that $B \subset H$. On the other hand, if $x$ is an arbitrary element of $H$, then $v(x - y)v(y) \neq 0$ for $y = e$. Thus, $x \in B$ and we get the other inclusion $H \subset B$.

We observed already that $H = -H + x$ whenever $x \in B$. Since $B = H$, we can take $x = e$ in order to get that $H = -H$. All of this tells us also that $H = H + x$ for all $x \in H$. Therefore, $H$ is a subgroup of $G$. □

The extremals exhibited in Theorem 5.1 should be placed on the Riesz square to visualize their dependence on the values of $p$ and $q$ (see Fig. 5.1).

![Figure 5.1. Characterization of extremal functions.](image)

The most interesting extremals are biunimodular functions and those given in (5.9), that we call wave packets. With a little dose of good will, we can think that both of these occur in the range of $p$ and $q$ where “time meets frequency”. In fact, in light of (5.2) and (5.3) we can treat region $R_F$
given in (2.1) as the “frequency region” and the region $R_T$ from (2.2) as the “time region”. In the following sections we present the further study of these extremals, that shall reveal the role they play in the time-frequency analysis.

6. Wave Packets

The extremals given in (5.9) are simply the characters restricted to the cosets of subgroups of $G$. Let us normalize them in the $\| \cdot \|_2$-norm and make the following formal

**Definition 6.1.** — If $G$ is a finite abelian group, then the elements of the set

$$\{|H|^{-\frac{1}{2}}M_\gamma T_g \chi_H : g \in G, \gamma \in \hat{G} \text{ and } H \subseteq G\}$$

are called wave packets.

**Remark.** — To get the uniqueness (up to a constant) one should think that $g \in G/H$ and $\gamma \in \hat{G}/H^\perp$.

The importance of wave packets comes from the fact that they minimize Heisenberg Uncertainty Principle. In our setting, the principle takes the following form

**Theorem 6.2.** — Let $v$ be a function on a finite abelian group $G$ with the support $K$. If $L$ is the support of the Fourier transform of $v$, then

$$(6.1) \quad |G| \leq |K||L|.$$

**Proof.** — In order to show (6.1) we shall apply two inequalities that relate the norm of $v$ to the norm of its average over the support, namely $v_a := \|v\|_2 |K|^{-\frac{1}{2}} \chi_K$ (as we see, the average is supported on $K$ and has the same $\| \cdot \|_2$-norm as $v$). It turns out that for $1 \leq p \leq 2$ we have

$$(6.2) \quad \|v\|_p \leq \|v_a\|_p,$$

while for $2 \leq q \leq \infty$ we have the opposite

$$(6.3) \quad \|v\|_q \geq \|v_a\|_q.$$  

Clearly, (6.2) is nothing else than

$$(6.4) \quad \|v\|_p \leq |K|^{\frac{1}{2} - \frac{1}{2}} \|v\|_2$$

and (6.3) is simply

$$(6.5) \quad \|v\|_q \geq |K|^{\frac{1}{2} - \frac{1}{2}} \|v\|_2.$$
where $1 \leq p \leq 2 \leq q \leq \infty$. To see why these estimates hold it is enough to apply Hölder’s inequality. Indeed, we have

$$\|v\|_p^p = \|\chi_K|v|^p\|_1 \leq \|\chi_K\|_2 \|\frac{1}{2-p}^p \|v|^p\|_2 = |K|^{1-\frac{p}{2}} \|v\|^p_2,$$

what shows (6.4). Similarly,

$$\|v\|_2^2 = \|\chi_K|v|^2\|_1 \leq \|\chi_K\|_q \|\frac{1}{2-q}^q \|v|^2\|_q = |K|^{1-\frac{2}{q}} \|v\|^2_2,$$

thus (6.5) follows as well.

To show (6.1) we apply (6.5) to the Fourier transform of $v$, (6.4) to $v$ and Theorem 2.1 with $1 < p < 2$ and $q = p'$

$$|L|^\frac{1}{p} - \frac{1}{2} \|\mathcal{F}v\|_2 \leq \|\mathcal{F}v\|_q \leq |G|^\frac{1}{q} - \frac{1}{2} \|v\|_p \leq |G|^\frac{1}{q} - \frac{1}{2} |K|^{\frac{1}{p} - \frac{1}{2}} \|v\|_2.$$

Since $\frac{1}{p} - \frac{1}{2} = \frac{1}{2} - \frac{1}{q} > 0$ and $\|\mathcal{F}v\|_2 = \|v\|_2$, the above inequality yields (6.1) immediately. □

As we observed, the discrete Heisenberg Uncertainty Principle can be treated as a quick consequence of our main result. However, it has to be mentioned that considering $p = \frac{4}{3}$ in (6.6) is sufficient to conclude (6.1) simply by using the familiar estimate $\|\mathcal{F}v\|_4 \leq |G|^{\frac{1}{4}} - \frac{1}{2} \|v\|_4$ that has already appeared in the proof of Theorem 5.1.

Clearly, the equality in (6.1) can hold only if we have equalities in (6.6). From (5.9) it follows, that this can happen only if $v$ is a wave packet (up to a constant). On the other hand, an easy calculation shows that if $v = M_\gamma T_g \chi_H$ for a subgroup $H$, then

$$\text{supp } v = H + g \quad \text{and} \quad \text{supp } \mathcal{F}v = \gamma H^\perp$$

Indeed, we can use (4.1) and the relationship $\mathcal{F}M_\gamma = T_\gamma \mathcal{F}$ to establish (6.7). Thus, for such $v$ we get $|\text{supp } v| \|\text{supp } \mathcal{F}v| = |H| \|H^\perp| = |G|$. In this way we obtain the following

**Corollary 6.3.** — The only functions that minimize Heisenberg Uncertainty Principle given in (6.1) are wave packets (up to a constant).

Theorem 6.2 and the above corollary generalize findings of Donoho and Stark.\(^{(1)}\) In [17] the case of the cyclic group $\mathbb{Z}_N$ was treated and wave packets were called “picket fence” sequences. The nomenclature we use comes from physics, where the name “wave packets” is reserved for functions that are well localized in time and frequency. In the continuous case (on the real line) wave packets are defined by modulations, translations and dilations of

\(^{(1)}\) An interested reader can see [33] for other proofs of Theorem 6.2 and Corollary 6.3. Also, if $G = \mathbb{Z}_p$, where $p$ is prime, then one has $|G| + 1 \leq |K| + |L|$ (with notation as in Theorem 6.2) as proved recently by Tao in [42].
a Gaussian. The latter can be replaced by a smooth, compactly supported function to obtain a better time localization. These wave packets attracted attention in harmonic analysis after they were used by Fefferman in his proof of the a.e. convergence of Fourier series (see [18]). It turned out, that the attention was well deserved, because the wave packets appeared also in Lacey and Thiele’s proof of the boundedness of the bilinear Hilbert transform (see [26] and [27]). Wave packets on finite abelian groups were briefly treated by Thiele and Villemoes in [43]. The discrete scenario is not only a good training ground, where the intuitions needed for the more difficult continuous case can develop, it is also an interesting topic by itself. The underlying idea that makes wave packets useful is that we can assign to them “tiles”, that is, rectangles in the time-frequency plane. If $v$ is a wave packet as in Definition 6.1, then the corresponding tile is

$$P_v := \operatorname{supp} v \times \operatorname{supp} Fv \subset G \times \hat{G}.$$  

Conversely, if $H$ is a subgroup of $G$ and $P = (H + g) \times (\gamma H^\perp)$ for $g \in G$, $\gamma \in \hat{G}$, then the associated wave packet is

$$v_P := |H|^{-\frac{1}{2}}M_{\gamma}T_g \chi_H.$$  

Moreover, by (6.7) and Corollary 6.3, $v_P$ is the only function (up to a constant) such that $\operatorname{supp} v_P \times \operatorname{supp} F(v_P) = P$. In this way, wave packets can be viewed as tiles, where the collection of tiles is given by

$$(6.8) \quad \mathbb{P} := \{ P = (H + g) \times (\gamma H^\perp) : H \subseteq G, g \in G, \gamma \in \hat{G} \}.$$  

The whole advantage of this approach is that we can start using geometric properties of these tiles for various arguments and constructions. This geometric connection can be seen in the following

**Proposition 6.4.** — If $P$ and $Q$ are tiles and $v_P$, $v_Q$ are the corresponding wave packets on a finite abelian group $G$ then

$$|\langle v_P, v_Q \rangle| = |P \cap Q|^\frac{1}{2}|G|^{-\frac{1}{2}},$$  

where $|P \cap Q|$ is the counting measure of the intersection of $P$ and $Q$.

**Proof.** — Let $P = (H + g) \times (\gamma H^\perp)$ and $Q = (K + g') \times (\gamma' K^\perp)$ as in (6.8). Since $\langle v_P, v_Q \rangle = \langle Fv_P, Fv_Q \rangle$, from (6.7) it follows that if $P \cap Q = \emptyset$ then $\langle v_P, v_Q \rangle = 0$. Therefore, we can assume that $P \cap Q \neq \emptyset$.

To simplify our argument, we observe that $|(H + g) \cap (K + g')| = |H \cap (K + g' - g)|$, $|(\gamma H^\perp) \cap (\gamma' K^\perp)| = |H^\perp \cap (\gamma^{-1}\gamma' K^\perp)|$ and $|\langle v_P, v_Q \rangle| = |\langle H^\perp \chi_H, K^{-\frac{1}{2}} \gamma^{-1}\gamma' \chi_{K+g'-g} \rangle|$. Thus, it is enough to show (6.9) for $P = H \times H^\perp$ and $Q = (K + g) \times (\gamma K^\perp)$.  

Annales de l’Institut Fourier
From $P \cap Q \neq \emptyset$ it follows that $H \cap (K + g) \neq \emptyset$ and $H^\perp \cap (\gamma K^\perp) \neq \emptyset$. Therefore, we see that $K + g = K + h$ for some $h \in H$ and $\gamma K^\perp = \eta K^\perp$ for some $\eta \in H^\perp$. This allows us to make another reduction. Since

$$|H \cap (K + h)| = |(H \cap K) + h| = |H \cap K|,$$

$$|H^\perp \cap (\eta K^\perp)| = |(H^\perp \cap K^\perp)\eta| = |H^\perp \cap K^\perp|,$$

and

$$|\langle v_P, v_Q \rangle| = |\langle |H|^{-\frac{1}{2}}\chi_H, |K|^{-\frac{1}{2}}\eta\chi_{K+h} \rangle|$$

$$= |\langle |H|^{-\frac{1}{2}}\eta^{-1}\chi_{H-h}, |K|^{-\frac{1}{2}}\chi_K \rangle| = |\langle |H|^{-\frac{1}{2}}\chi_H, |K|^{-\frac{1}{2}}\chi_K \rangle|,$$

it suffices to prove (6.9) for $Q = K \times K^\perp$ (and $P = H \times H^\perp$).

The remaining calculation is straightforward

$$\langle v_P, v_Q \rangle = |H|^{-\frac{1}{2}}|K|^{-\frac{1}{2}}|H \cap K|$$

and

$$|P \cap Q| = |H \cap K||H^\perp \cap K^\perp| = |H \cap K||(H + K)^\perp| = |H \cap K||H + K|^{-1}|G|,$$

so

$$|P \cap Q|^\frac{1}{2}|G|^{-\frac{1}{2}} = |H \cap K|^\frac{1}{2}|H + K|^{-\frac{1}{2}}.$$

Combining (6.10) and (6.11) with the familiar formula $|H \cap K||H + K| = |H||K|$ yields (6.9). \qed

The above proposition implies immediately that $\langle v_P, v_Q \rangle = 0$ if and only if $P \cap Q = \emptyset$. Therefore, a simple dimension counting argument allows us to conclude the following basic result concerning tiles and wave packets.

**Theorem 6.5.** — Let $G$ be a finite abelian group and $\mathcal{P}$ be the corresponding set of tiles given in (6.8). A collection of wave packets $\{v_P : P \in \mathcal{P} \subset \mathcal{P}\}$ is an orthonormal basis of $L^2(G)$ if and only if $\mathcal{P}$ tiles the time-frequency plane, that is,

$$\bigcup_{P \in \mathcal{P}} P = G \times \hat{G}$$

and the union is disjoint.

This fundamental observation allows for treating the collection of all wave packets as a library of orthonormal bases. It also rises a serious issue in signal analysis: “Is the commonly applied discrete Fourier analysis only a glimpse of the more powerful wave packet analysis?”. Of course, the popular DFT (Discrete Fourier Transform) is a part of the wave packet analysis. Moreover, in [43] we find an argument that FFT (Fast Fourier Transform) follows easily from observing simple relations between wave packets. The
mentioned paper contains also a fast algorithm that allows for finding the “best basis” suited for a given signal. The idea of such an algorithm comes from the work of Coifman, Meyer and Wickerhauser (see [13] and [14]). For a given function in $L^2(G)$ one wants to find an orthonormal basis consisting of wave packets, as in Theorem 6.5, so that the cost of the expansion of the function in this basis is the lowest. The cost may be imposed in many ways. For example, it can be defined as the $\| \cdot \|_1$-norm of the sequence of the coefficients in the expansion. In this way, bases yielding few large coefficients are favored. An interested reader can see [22] or [25] to find out how these ideas work in practice.

We would like to close this section by discussing briefly an application of wave packets for constructing biunimodular functions.

**Theorem 6.6.** — Let $G$ be a finite abelian group of order $N^2$ with a subgroup $H$ of order $N$. If $\{g_n\}_{n=1}^N$ are the representants of the distinct cosets of $G/H$ and $\{\gamma_n\}_{n=1}^N$ are the representants of the distinct cosets of $\hat{G}/H^\perp$, then the function

\begin{equation}
\sum_{n=1}^N c_n \gamma_n \chi_H + g_n
\end{equation}

is biunimodular for any choice of a unimodular sequence $\{c_n\}_{n=1}^N$.

**Proof.** — Let us denote the function given in (6.12) by $u$. Since $\bigcup_{n=1}^N (H + g_n) = G$ and the union is disjoint, we get that $u$ is unimodular. To see that so is $\mathcal{F}u$, we notice that $|H| = |H^\perp|$, since $|G| = N^2$. Thus, using (4.1) and $\mathcal{F}M_\gamma = T_\gamma \mathcal{F}$, we obtain that

$$\mathcal{F}M_\gamma T_g \chi_H = T_\gamma M_{-g} \mathcal{F}_H = \gamma(g) M_{-g} T_\gamma \chi_H$$

for any $g \in G$ and $\gamma \in \hat{G}$ (in general, the Fourier transform of a wave packet is, up to a constant, a wave packet on the dual group). Therefore,

$$\mathcal{F}u = \sum_{n=1}^N c_n \gamma_n (g_n) M_{-g} \chi_{\gamma_n H^\perp}$$

and since we assume that the disjoint union $\bigcup_{n=1}^N \gamma_n H^\perp$ covers $\hat{G}$, we see that $\mathcal{F}u$ is unimodular as well. \qed

The above theorem, in the cyclic case, yields the same construction of biunimodular functions as in [8]. The paper presents also a more general procedure, that works for a cyclic group whose order is divisible by $N^2$. We are aware of a more sophisticated way of constructing biunimodular functions via wave packets as well. However, its relationship to the result of [8] has to be still investigated.
As we have shown, biunimodular functions are characterized as the extremals of the Fourier transform in the “time-frequency” region of the Riesz square, namely $R_{TF}$. Therefore, they can be treated as discrete Gaussians. In the final section we shall see that a comprehensive understanding of these fundamental functions is, for now, impossible.

7. Biunimodular functions

The arguments we presented so far have revealed a simple structure. The norm of the Fourier transform on a finite abelian group can be calculated by using Riesz-Thorin convexity theorem and finding natural functions that pinpoint the norm. Characterizing such extremals is a little difficult only in the classical range of $p$ and $q$ that corresponds to the Hausdorff-Young inequality on the real line. Overcoming this obstacle yields wave packets that are a useful tool in time-frequency analysis. The theory of wave packets that is based on their connection to tiles can be further developed. Can we, however, hope for a similar good understanding of the other time-frequency extremals, that is, biunimodular functions? Unfortunately, although up to now everything was falling right in place, the situation complicates tremendously when we touch this final topic.

Of course, the basic question is: “How do they look like?” As we saw in Theorem 4.7, it is not hard to show that such functions exist for any finite abelian group. Since every such group is a product of cyclic groups, let us discuss what is known in the important cyclic case.

To see the complexity of the problem, let us consider the “easy” scenario of a biunimodular function $u$ with real coefficients on a cyclic group $\mathbb{Z}_N$. Here, the situation is nice because at least there is a conjecture about the appearance of such $u$. As soon as we realize that the coefficients of $u$ must be either 1 or $-1$ and use Corollary 4.4, we discover that the form all such functions $u$ can take is described in the circulant Hadamard matrix conjecture. Indeed, a Hadamard matrix is a square matrix with entries 1 or $-1$, that becomes unitary after normalization. The matrix is called circulant if its rows are consecutive translations of a given vector. Therefore, by the mentioned corollary, there is no difference between discussing circulant Hadamard matrices or real biunimodular vectors\(^{(2)}\) on cyclic groups. The conjecture is that, excluding the trivial case $N = 1$, there is only one such

\(^{(2)}\) We remind the reader that, depending on a context, we either use the name “biunimodular function” or “biunimodular vector”.
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matrix (up to an obvious equivalence). In our language this statement can be formulated as follows.

**Conjecture 7.1.** — If $u$ is a real biunimodular vector on $\mathbb{Z}_N$, for $N \geq 2$, then $N = 4$ and $u$ is a translation of the vector $\pm [1, 1, 1 - 1]$.

The hypothesis was published by Ryser in 1963 (see [37]). Its simplicity is deceiving. The problem is one of the most intriguing in the difficult theory of difference sets. It has a couple of generalizations within the theory, namely Ryser’s conjecture and Lander’s conjecture (see [28]). Recently, a substantial progress towards confirming this conjecture was made by Schmidt. Let us list some basic facts first. If $u$ is a real biunimodular vector on $\mathbb{Z}_N$ and $N \geq 2$, then $N$ must be even. Otherwise, there is no chance that $u$ can be orthogonal to its translation (the product of $u$ and $Tu$ must have equal amount of 1’s and $-1$’s). Moreover, $Fu$ is unimodular, so the inner product of $u$ and the trivial character must have modulus equal to $\sqrt{N}$. Since the inner product is an integer, we see that $N$ must be a square. Therefore, we may assume that $N = 4n^2$, for some $n \in \mathbb{N}$. The first non-trivial observation was made by Turyn, who showed that $n$ must be odd (see [44]). He also proved that if $n$ is divisible by a prime $p$ that is self-conjugate modulo $n$ (that is, $-1$ is a power of $p$ modulo the $p$-free part of $n$), then the conjecture is true. Few years ago Schmidt was able to confirm the conjecture for all $N \leq 10^{11}$, with three possible exceptions (see [39], [40]). This has greatly improved all previously known bounds for which the conjecture holds. In a recent paper [28] it is shown, that the conjecture is true if $n$ is a power of a prime $p > 3$. Despite the continued effort, Conjecture 7.1 remains unsolved.

If we stay within the cyclic setting and drop the assumption that $u$ is real, the matters are getting much worse. There is no conjecture describing the appearance of biunimodular vectors on cyclic groups. Clearly, Gauss sequences given in (4.2) and (4.3) are the classical example of such vectors. In 1983 Enflo have raised a question if Gauss sequences are the only biunimodular vectors on $\mathbb{Z}_p$, where $p$ is a prime. For $p = 2$ and $p = 3$ easy calculations show that the answer is positive. An unpublished argument of Lovász shows that the same is true for $p = 5$ (see [20] for a different proof or [7] for a numerical confirmation of this fact). However, for $p = 7$ a computer search done by Björck resulted in a counterexample

$$[1, 1, 1, e^{i\theta}, 1, e^{i\theta}, e^{i\theta}],$$

where $\theta = \arccos(-\frac{3}{4})$, what gives $e^{i\theta} = -\frac{3}{4} + i\frac{\sqrt{7}}{4}$. Björck was able to generalize this and in [6] he showed an example of a biunimodular vector...
on $\mathbb{Z}_p$, whose coefficients are either 1 or $e^{i\theta}$ with $\theta = \arccos \frac{1-p}{1+p}$ (this gives $e^{i\theta} = \frac{1-p}{1+p} + i\frac{2\sqrt{p}}{1+p}$). Although the construction is limited to prime $p \equiv -1 \mod 4$, the same paper contains a similar example with coefficients 1, $e^{i\eta}$ and $e^{-i\eta}$ that works for any prime $p \equiv 1 \mod 4$. Further research has shown that the problem of finding all biunimodular vectors for $\mathbb{Z}_p$ with prime $p$ is not yet accessible. The vectors found by computers did not reveal any particular structure that can be somehow generalized. The largest prime for which the vectors were found is $p = 13$ (see [29]). The numerical methods that allow for finding biunimodular vectors concentrate on solving a system of equations whose solutions are called cyclic $N$-roots. Obtaining all unimodular cyclic $N$-roots is equivalent to finding all biunimodular vectors on $\mathbb{Z}_N$. The search for cyclic $N$-roots became a benchmark problem for testing the performance of some computational methods. The largest $N$ accessed so far is $N = 14$ (see [41]).

The more general problem of finding biunimodular vectors on $\mathbb{Z}_N$ provides additional challenges. As we mentioned already, it is not hard to see that all biunimodular vectors are Gauss sequences when $N = 2$ or 3. It is also easy to check, that for $N = 4$ the vectors $[1, z, 1, -z]$ and $[1, z, -1, z]$ are biunimodular for any $z \in \mathbb{T}$ (a more complicated calculation shows that, up to a constant, these are the only ones). Therefore, we see a dramatic difference in the appearance of biunimodular vectors depending on $N$. Already for $N = 4$ we obtain continuum of such vectors, while some other values of $N$ yield only finitely many biunimodular vectors. In [8] it was shown that whenever $N$ is divisible by a square, then $\mathbb{Z}_N$ admits infinitely many (continuum) biunimodular vectors. The authors conjectured that if $N$ is square-free, then the set of biunimodular vectors on $\mathbb{Z}_N$ is finite. The conjecture is still open, even for prime $N$.

The cases when $N = 5$, 6 and 7 are presented by Haagerup in [20]. His interest in this topic comes from the fact that finding biunimodular vectors on $\mathbb{Z}_N$ is closely related to classifying pairs of orthogonal maximal abelian $\ast$-subalgebras. To show that for $N = 5$ biunimodular vectors coincide with Gauss sequences he proves a stronger result. Namely, that the only $5 \times 5$ unitary matrix whose entries have constant modulus is the Fourier transform. This, of course, holds up to an obvious equivalence (permuting and/or multiplying columns and/or rows by constants). Then, he shows that the unitary matrix obtained from translations of a biunimodular vector on $\mathbb{Z}_N$ is equivalent to the matrix of the Fourier transform if and only if the vector is a Gauss sequence. The equivalence relation utilized by Haagerup is
useful in classifying biunimodular vectors. We say that two such vectors are equivalent if the unitary matrices of their translations are equivalent.

For \( N > 5 \) numerical calculations of [7] are used to list the classes of biunimodular vectors in [20]. When \( N = 6 \) we have two such classes. One consists of all Gauss sequences, and the other one is represented by

\[
[1, i d, -d, -i, -\bar{d}, \bar{d}],
\]

where \( d = \frac{1-\sqrt{3}}{2} - i \left( \frac{\sqrt{3}}{2} \right)^{\frac{1}{2}} \). This example indicates the next difficulty within the program of finding all biunimodular vectors. In Lemma 4.6 we showed that biunimodular vectors can be obtained via tensor products. However, although \( \mathbb{Z}_6 = \mathbb{Z}_2 \times \mathbb{Z}_3 \), the vector (7.2) is not a tensor product of biunimodular vectors on \( \mathbb{Z}_2 \) and \( \mathbb{Z}_3 \). In fact, it is not a tensor product at all (it is possible to show, that if a biunimodular \( u \) is a tensor product of \( w \) and \( v \), then up to a constant, \( w \) and \( v \) must be biunimodular as well).

If \( N = 7 \), there are five classes of biunimodular vectors. The Gaussian class, two that are represented by (7.1) and its complex conjugation and two that are given by

\[
[1, a, b, c, c, b, a]
\]

and its conjugation. For both explicit and numerical values of \( a, b, c \) in (7.3) see [20].

The study of the cyclic case, that we presented, indicates that biunimodular functions heavily depend on the underlying group. In particular, understanding their form on the building blocks \( \mathbb{Z}_p \) is not enough to conclude their behavior on a general finite abelian group. Although the problem, in its full generality, seems to be hopeless, its particular cases are under constant investigation. One of such cases concentrates on biunimodular functions on the group \((\mathbb{Z}_2)^N\). The problem of finding real biunimodular functions on this group was addressed in 1976 by Rothaus (see [36]). He called them bent functions and was able to explain how they look like for first values of \( N \). Even earlier the same problem was studied by Dillon from the perspective of difference sets (see [15]). As we noticed before, the assumption that a biunimodular function is real forces the order of the group to be a square. Therefore, we see that \( N \) must be even. Rothaus have characterized all bent functions for \( N = 2, 4 \) and \( 6 \). Despite many efforts, no characterization was found for \( N = 8 \). It is easy to see that when \( N = 2 \), then the bent functions are exactly the same that we listed in Conjecture 7.1. Therefore, we have 8 different bent functions in this case. For \( N = 4 \) the number of bent functions is 896 and all of them can be characterized in simple terms. The situation when \( N = 6 \) is more challenging.
It is known that there are 5425430528 bent functions in this case (see [34] or [12]). They were also characterized in [36] and [10]. For $N = 8$ the number of bent functions is not known. In general, there are many methods of producing bent functions. Most of them are listed in [46]. Newer ones have appeared in [34], [10], [3] and [16]. It is hard, however, to see when they yield different functions. It is not clear if the constructions allow to obtain all functions. Counting them is also a problem. The amount of research done on bent functions is extensive. This is due to the fact, that they are used in cryptography and error-correcting codes. For example, bent functions were implemented by Adams and Tavares in their CAST encryption algorithm (see [1] and [2]). For the relevance of bent functions in coding theory we refer the reader to [32].

The classical biunimodular functions, that is, Gauss sequences, appear in applications as well. In electrical engineering they are known as discrete or finite chirps and are used for signal processing (see [45], [35] and [11]). Also, as shown in [19], these chirps allow for finding the metaplectic representation in the case of finite cyclic groups.

The final topic that we would like to mention goes back to Littlewood work [31]. For any biunimodular function $u$ on a finite abelian group $G$ of order $N$ we can consider the associated trigonometric polynomial

$$p_u(z) = \sum_{n=0}^{N-1} u(n) z^n,$$

where $z \in \mathbb{T}$. Although it looks like it would be more natural to define these polynomials only for $G = \mathbb{Z}_N$, it turns out, that one of the first examples of such polynomials was considered with $G$ being a power of $\mathbb{Z}_2$. The famous example that we are referring to are Rudin-Shapiro polynomials. The coefficients of these polynomials are bent functions (in the case when the power is even). The crucial property that they possess is that

$$\|p_u\|_\infty \leq C \sqrt{N},$$

where $C$ is a numerical constant. This result was extended by Byrnes to a wider class of biunimodular functions (see [9]). Littlewood was interested in proving (7.4) for Gauss sequences. He was able to do it only for the sequences in the odd case (4.2) with $\lambda = \frac{N+1}{2}$. The more general problem remains unsolved. On the other hand, recently Saffari has communicated that the ultimate generalization of (7.4) to all biunimodular functions fails. Even if we restrict ourselves only to the cyclic case (see [38]).
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