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SIDONICITY AND VARIANTS OF KACZMARZ’S
PROBLEM

by Jean BOURGAIN & Mark LEWKO (*)

Abstract. — We prove that a uniformly bounded system of orthonormal
functions satisfying the ψ2 condition: (1) must contain a Sidon subsystem of pro-
portional size, (2) must satisfy the Rademacher–Sidon property, and (3) must have
its five-fold tensor satisfy the Sidon property. On the other hand, we construct a
uniformly bounded orthonormal system that satisfies the ψ2 condition but which is
not Sidon. These problems are variants of Kaczmarz’s Scottish book problem (prob-
lem 130) which, in its original formulation, was answered negatively by Rudin. A
corollary of our argument is a new elementary proof of Pisier’s theorem that a set
of characters satisfying the ψ2 condition is Sidon.
Résumé. — On démontre les propriétés suivantes pour un système de fonctions

orthogonales, uniformement bornées et satisfaisant la condition ψ2 : (1) le système
contient un sous-ensemble de Sidon de taille proportionnelle, (2) il satisfait la pro-
priété Rademacher–Sidon et (3) le produit tensoriel d’ordre cinq a la propriété
de Sidon. Par contre, on construit un exemple d’un tel système ψ2 montrant que
le système lui-même n’est pas nécessairement de Sidon. Il s’agit de variantes du
problème de Kaczmarz (probleme 130 dans le “Scottish book”) qui, dans sa for-
mulation initiale, fut résolu négativement par Rudin. Comme corollaire, on obtient
une nouvelle démonstration élémentaire d’un théorème de Pisier montrant qu’un
système de caractères satisfaisant la propriété ψ2 est de Sidon.

1. Introduction

Let (Ω, µ) denote a probability space and let {φ1, φ2, . . .} denote an or-
thonormal system (OS) of complex-valued functions on Ω. A uniformly
bounded OS is said to be Sidon with constant γ if for all complex numbers
{aj} one has

(1.1) sup
x∈Ω

∣∣∣∣∑
j∈N

ajφj(x)
∣∣∣∣ > γ∑

j∈N
|aj |.

Keywords: Sidon, Fourier series, orthogonal system, lacunary functions.
Math. classification: 43A46, 42C05.
(*) The first author was partially supported by NSF grant DMS-1301619. The second
author was partially supported by a NSF Postdoctoral Fellowship, DMS-1204206.



1322 Jean BOURGAIN & Mark LEWKO

Similarly, we will say that a system is Rademacher–Sidon with constant γ̃
if one has the inequality inequality

(1.2)
∫

sup
x∈Ω

∣∣∣∣∑
j∈N

rj(ω)ajφj(x)
∣∣∣∣dω > γ̃∑

j∈N
|aj |

where rn denote independent Rademacher functions. Clearly if an OS is
Sidon it is also Rademacher–Sidon. As we will see, the converse is not true.
Sidonicity has typically been studied in the context of characters on groups.
Indeed the reader may be more familiar with the terminology “Sidon set”
which refers to an OS comprised of a set of characters on a group. An
introduction to the theory of Sidon sets may be found in [5] and [7]. The
Sidon property (1.1), however, can be studied in the more general setting of
uniformly bounded systems. Our interest here will be the following question
of S. Kaczmarz posed as Problem 130 in the Scottish book.

Problem 1.1. — Let {φn} be a lacunary system of uniformly bounded
orthogonal functions. Does there exists a constant γ > 0, such that for
every finite system of numbers a1, a2, . . . , an we have

max
t
|a1φ1(t) + . . .+ anφn(t)| > γ

n∑
j=1
|aj |.

A remark after the question defines a system to be lacunary if, for all
p > 2, there is a finite constant Mp such that∥∥∥∥∑

j∈N
ajφj

∥∥∥∥
Lp
6Mp

(∑
j∈N
|aj |2

)1/2

holds for every sequence {an}.
In more modern language one might say that {φn} is a Λ(p) system

for every p > 2. Such systems are sometimes referred to as Λ(∞). As
we will explain, an example of Rudin provides a negative answer to this
problem. The subsequent developments in the character setting suggest
several natural relaxations, which we will study here.
Let us recall the development of the theory of Sidon sets/systems in the

character setting. In 1960 Rudin introduced Λ(p) sets and constructed a
subset of the integers which is Λ(∞) but which is not Sidon. See Section 3.2
and Theorem 4.11 of [16]. This provides a negative answer to Kaczmarz’s
problem, although there is no evidence there that Rudin was aware of the
problem’s provenance. We will briefly describe Rudin’s construction. He
first proved that a Sidon set must be Λ(∞) and, more restrictively, the
set’s Λ(p) constants must satisfy Mp . p1/2. From this he deduced that
the size of the intersection of a Sidon set with an arithmetic progression

ANNALES DE L’INSTITUT FOURIER



KACZMARZ’S PROBLEM 1323

of size n must be . logn. Rudin was then able to give a combinatorial
construction of a set which (1) had too large of an intersection with a
sequence of arithmetic progressions to be Sidon, yet (2) was Λ(p) for all p.
He established the second property by combinatorial considerations after
expanding out Lp norms in the case of even integer exponents.
On the other hand, much in the spirit of Kaczmarz’s problem, Rudin

asked if the stronger condition Mp . p1/2 characterizes Sidon sets. In 1975
Rider [14] proved that the Sidon condition (1.1) is equivalent to the (superfi-
cially) weaker Rademacher–Sidon condition (1.2). In 1978 Pisier [12] proved
that Rudin’s conditionMp . p1/2 implies the Rademacher–Sidonicity prop-
erty. Collectively these results show that Rudin’s condition characterizes
Sidonicity in the character setting. We note that both Rider’s and Pisier’s
arguments make essential use of properties of characters. It is also worth
noting that the first author [2] obtained a different proof of Pisier’s theo-
rem in 1983. The approach there, however, also relies on the homomorphism
property of characters.
It is well known that Rudin’s condition Mp 6 C

√
p is equivalent to the

condition that ∥∥∥∥∑
j

ajφj

∥∥∥∥
ψ2

6 C ′
(∑

j

|aj |2
)1/2

where ‖·‖ψ2 is the Orlicz norm associated to the function ψ2(x) := e|x|
2−1.

See, for example, Lemma 16 of [6]. We will refer to this condition as the
ψ2(C ′) condition.
It is natural to ask how much of this theory can be generalized to arbi-

trary bounded orthonromal systems. Clearly Rudin’s theorem that Sidonic-
ity implies ψ2 cannot hold in this generality. This can be seen by consid-
ering the direct product of a Sidon set/character system with a complete
bounded orthonomal system. In the other direction, a natural relaxation of
Kaczmarz’s problem would be to ask if the ψ2 condition implies Sidonic-
ity in the case of general uniformly bounded orthonormal systems. Our
first result is a construction of an OS that gives a negative answer to this
question.

Theorem 1.2. — For all large n, there exists a real-valued OS
{φ0, φ1, . . . , φn} with n + 1 elements satisfying ‖φj‖L∞ 6 7 and satisfy-
ing the ψ2(C) condition with some universal constant C, and such that∥∥∥∥ n∑

j=0
ajφj

∥∥∥∥
L∞
.

1√
logn

n∑
j=0
|aj |

for some choice {aj}.

TOME 67 (2017), FASCICULE 3



1324 Jean BOURGAIN & Mark LEWKO

This construction makes essential use of Rudin–Shapiro-type poly-
nomials.

On the other hand, the following result provides a generalization of
Pisier’s theorem to general uniformly bounded orthonormal systems.

Theorem 1.3. — Let {φj} be a ψ2 uniformly bounded OS. Then the
OS obtained as a five-fold tensor, {Φj := φj ⊗φj ⊗φj ⊗φj ⊗φj}, is Sidon.

Indeed using the homomorphism property, it easily follows that a ψ2 sys-
tem of characters must be Sidon. We will also show that the Sidonictiy (or
Rademacher–Sidonicity) of a tensor system has the following implication
for the system itself.

Theorem 1.4. — If the k-fold tensor of an OS is Rademacher–Sidon
then the system itself is Rademacher–Sidon.

It follows from Theorem 1.3 and Theorem 1.4 that a ψ2 OS is
Rademacher–Sidon. We will give several proofs of this fact. In fact, or-
thogonality beyond the ψ2 condition, is not required.

Theorem 1.5. — Let φ1, φ2, . . . denote a set of functions on a probabil-
ity space (Ω, µ) such that ‖φj‖L2 = 1 and satisfying the ψ2(C) condition.
Then

(1.3)
∫

sup
x∈Ω

∣∣∣∣∑
j∈N

rj(ω)ajφj(x)
∣∣∣∣dω > γ̃∑

j∈N
|aj |.

with γ̃ := γ̃(C).

This will be a corollary of the following result.

Proposition 1.6. — Let φ1, φ2, . . . , φn be a system of functions satis-
fying the ψ2(C) condition and ‖φj‖L2 = 1. Let x1, x2, . . . , xn denote (real
or complex) vectors in a normed vector space satisfying ‖xj‖ 6 1 and
λ1, λ2, . . . , λn scalars. Then the estimate∫ ∥∥∥∥ n∑

j=1
|λj |φj(ω)xj

∥∥∥∥ dω > β
n∑
j=1
|λj |

implies ∫ ∥∥∥∥ n∑
j=1

λjrj(ω)xj
∥∥∥∥dω > γ

n∑
j=1
|λj |

for γ := γ(β,C).

ANNALES DE L’INSTITUT FOURIER



KACZMARZ’S PROBLEM 1325

Let us explain how Proposition 1.6 implies Theorem 1.5. By truncation
it suffices to prove (1.3) for a finite system, as long as the bounds do not
depend on the size of the system. We then have that

(1.4)
n∑
j=1
|λj | =

∫ n∑
j=1
|λj ||φj(x)|2dx 6

∫ ∥∥∥∥ n∑
j=1
|λj |φj(x)φj(y)

∥∥∥∥
L∞y

dx.

Using the ψ2(C) hypothesis, we may apply Proposition 1.6 to replace the
functions {φj(x)} with Rademacher functions and remove the absolute val-
ues. This gives us

γ

n∑
j=1
|λj | 6

∫ ∥∥∥∥ n∑
j=1

λjrj(ω)φj(y)
∥∥∥∥
L∞y

dω

which is Theorem 1.5. Another variant of Kaczmarz’s problem would be to
ask if an appropriate hypothesis, such as the ψ2(C) condition, implies that
a system contains a large Sidon subsystem. In this direction it follows that
a finite uniformly bounded OS satisfying the ψ2(C) condition must contain
a Sidon subsystem of proportional size. More precisely:

Theorem 1.7. — Let φ1, φ2, . . . , φn be a system of functions satisfying
‖φj‖L2 = 1, ‖φj‖L∞ 6 M and the ψ2(C) condition. Then there exists a
subset S ⊆ [n] of proportional size |S| > α(C,M)n such that

sup
x∈Ω

∣∣∣∣∑
j∈S

ajφj(x)
∣∣∣∣ > γ∑

j∈S
|aj |.

where γ = γ(C,M).

This is an immediate consequence of Theorem 1.5 and the Elton–Pajor
theorem.

Theorem 1.8 (Elton–Pajor). — Let x1, x2, . . . , xn denote elements in
a real or complex Banach space, such that ‖xi‖ 6 1. Furthermore, for
Rademacher functions r1, r2, . . . , rn assume that γn6

∫
‖
∑n
i=1 ri(ω)xi‖dω.

Then there exists real constants c := c(γ) > 0 and β := β(γ) > 0 and a
subset S ⊆ [n] with |S| > cn such that

β
∑
j∈S
|aj | 6

∥∥∥∥∑
j∈S

ajxj

∥∥∥∥
for all complex coefficients {ai}i∈S .

One interesting consequence of Proposition 1.6 is that one may replace
the Rademacher functions in the hypothesis of the Elton–Pajor Theorem
with any complex-valued functions satisfying the ψ2(C) condition.

TOME 67 (2017), FASCICULE 3



1326 Jean BOURGAIN & Mark LEWKO

Our approach to Theorem 1.3 and Proposition 1.6 is rather elementary.
The proofs proceed by showing that one may efficiently approximate a
bounded system satisfying the ψ2(C) condition by a martingale difference
sequence. Once one is able to reduce to a martingale difference sequence,
one may apply Riesz product-type arguments.
In Section 6, we give an alternate approach to Proposition 1.6 based

on more sophisticated tools from the theory of stochastic processes such
as Preston’s theorem [13], Talagrand’s majorizing measure theorem [18]
and Bednorz and Latała’s [1] recent characterization of bounded Bernoulli
processes. This approach yields a superior bound for the size of γ(β,C) and
allows for the following extension to more general norms.

Theorem 1.9. — Let φ1, φ2, . . . , φn be a ψ2(C) system, uniformly
bounded by M and let x1, x2, . . . , xn be vectors in a normed space X.
Then

(1.5)
∫ ∥∥∥∥ n∑

j=1
φj(ω)xj

∥∥∥∥ dω . CM
∫ ∥∥∥∥ n∑

j=1
rj(ω)xj

∥∥∥∥ dω.

In particular, one may take γ(C, β) & β
(
C min

(
M,
√

log 1
β

))−1
in Propo-

sition 1.6 for ψ2(C) systems uniformly bounded by M .

Several problems related to this work are given in Section 10. The authors
would like to thank Boris Kashin, Dan Mauldin, and Hervé Queffélec, for
comments on an earlier draft of this manuscript.

2. Proposition 1.6 without coefficients

In order to present the proof as transparently as possible, we start by
establishing Proposition 1.6 in the case that λj = 1 for all 1 6 j 6 n. We
will then show how to adapt the proof to the case of general λj in the next
section. We start with the following lemma.

Lemma 2.1. — Let φ1, φ2, . . . , φn be real-valued functions on a proba-
bility space (Ω, µ) such that

‖φj‖L2 = 1 and ‖φj‖L∞ 6 C(2.1) ∥∥∥∥∥
n∑
j=1

ajφj

∥∥∥∥∥
ψ2

6 C

(
n∑
j=1
|aj |2

)1/2

(2.2)

ANNALES DE L’INSTITUT FOURIER



KACZMARZ’S PROBLEM 1327

for all coefficients {aj}. For ε > 0, there exists a subset S ⊆ [n] such
that |S| > δ(ε, C)n and a martingale difference sequence {θj}j∈S satisfying
‖θj‖L∞ 6 C such that:

(2.3) ‖φj − θj‖L1 6 ε,

and such that there exists an ordering of S, say j1, j2, . . . , jn, with

(2.4) E
[
θjs |θjs′ , s

′ < s
]

= 0.

Moreover, one may take δ(ε,M) & C−2ε2
(
log C

ε

)−1.

Proof. — The functions θj will be discrete valued, taking at most V
values, with

(2.5) V .
C

ε
.

More specifically, we will define

(2.6) θjs =
V∑
v=1

σ(s,v)1Ω(s,v)

where σ(s,v) ∈ R, |σ(s,v)| 6 C, and {Ω(s,v) : v = 1, . . . , V } a partition of Ω.
Letting Gs denote the set algebra generated by {Ω(s′,v) : s′ 6 s, v 6 V } we
clearly have

(2.7) |Gs| 6 V s.

We will denote the atoms of Gs as {Ω(s)
α }. Thus

E [f |Gs] =
∑
α

∫
Ωα f

µ(Ωα)1Ωα

and

(2.8)
∥∥E [φj |Gs]

∥∥
L1 =

∑
α

∣∣∣∣ ∫
Ωα
φj

∣∣∣∣.
We will now construct θjs by induction, with the base case being treated
analogously to the induction step. Assume that θjs has been constructed
for all s < t and let Jt ⊂ [n] be the set of Jt = {js : s < t}. We then have

(2.9)
∑

j∈[n]\Jt

∥∥E [φj |Gs]
∥∥
L1 6

∑
α

∑
j∈[n]\Jt

|〈φj , 1Ωα〉| .

TOME 67 (2017), FASCICULE 3



1328 Jean BOURGAIN & Mark LEWKO

For a fixed α, using the ψ2(C) condition (2.2), we have

(2.10)

n∑
j=1

∣∣〈φj , 1Ωα〉
∣∣ 6 max

ε1,...,εn=±1

∥∥∥∥∥
n∑
j=1

εjφj

∥∥∥∥∥
ψ2

‖1Ωα‖ψ∗2

. C
√
n|Ωα|

(
log
(

1 + 1
|Ωα|

))1/2
.

Let δ be as given in the statement of the lemma and define

A := {α : |Ωα| > δV −t}

A′ := {α : |Ωα| 6 δV −t}.

Using (2.10), the definition of A and the inequality/hypothesis (2.5) which
states that V 6 C

ε and the inequality/hypothesis t 6 δn, we have that

(2.11)

∑
α∈A

∑
j∈[n]\Jt

|〈φj , 1Ωα〉| .
∑
α∈A

C
√
n|Ωα|

(
log
((

C

ε

)t
δ−1

))1/2

. C
√
nt1/2

(√
log
(
C

ε

)
+

√
log
(

1
δ

))

. Cn

√
δ log

(
C

ε

)
.

On the other hand

(2.12)
∑

j∈[n]\Jt

∑
α∈A′

|〈φj , 1Ωα〉| . n|Gs|CδV −t . Cδn.

It follows that
∑
j∈[n]\Jt

∥∥E [φj |Gs] big‖L1 6 Cn
√
δ log

(
C
ε

)
, which allows

us to find a jt ∈ [n] \ Jt such that∥∥E [φjt |Gt]
∥∥
L1 . C

√
δ log C

ε
.

We may now define θjt to be an ε-approximation (in L∞) to φjt−E [φjt |Gt]
of the form (2.6). We then have that

‖θjt − φjt‖ . ε+ C

√
δ log C

ε

provided that δ . C−2ε2
(
log C

ε

)−1 this quantity is . ε. This completes the
proof. �

Using Lemma 2.1 we now are ready to prove Proposition 1.6, again
with the restrictions that λj = 1 and ‖φj‖ 6 C. Let x1, x2, . . . , xn de-
note a sequence of vectors in a real or complex normed space X, and

ANNALES DE L’INSTITUT FOURIER



KACZMARZ’S PROBLEM 1329

let φ1, φ2, . . . , φn denote real-valued functions satisfying the hypothesis of
Proposition 1.6. We will return to the more general complex case shortly.
We start by applying Lemma 2.1 to obtain a martingale difference approx-
imation θj to φj . It clearly follows that

∏
j∈S

(
1 + εj

C θj
)
> 0. Moreover,

from the martingale difference sequence property (2.3), we have for all
εj ∈ {−1, 1}, that

(2.13)
∫ ∏

j∈S

(
1 + εj

C
θj(ω)

)
dω = 1.

Fix ε > 0, then

(2.14)

∫ ∥∥∥∥ n∑
j=1

rj(ω)xj
∥∥∥∥dω

>
∫ ∥∥∥∥ n∑

j=1
rj(ω)xj

∥∥∥∥∏
j∈S

(
1 + rj(ω)

C
θj(ω2)

)
dω dω2

>
1
C

∫ ∥∥∥∥∑
j∈S

θj(ω2)xj
∥∥∥∥dω2

>
1
C

(∫ ∥∥∥∥∑
j∈S

φj(ω)xj
∥∥∥∥ dω − ε|S|

)
.

Returning to the case of complex φj , let us split each function into real
and imaginary parts as φj = φ′j + iφ′′j . From the assumption that

(2.15)
∫ ∥∥∥∥ n∑

j=1
φj(ω)xj

∥∥∥∥ dω > βn,

without loss of generality we may assume that

(2.16)
∫ ∥∥∥∥ n∑

j=1
φ′j(ω)xj

∥∥∥∥dω > 1
2βn.

Furthermore, we may find a subset I ⊆ [n] such that |I| & 1
2βn and such

that, for each S ⊆ I, one has

(2.17)
∫ ∥∥∥∥∑

j∈S
λjφ

′
j(ω)xj

∥∥∥∥dω & 1
2βn.

Since, ∫ ∥∥∥∥ n∑
j=1

rj(ω)xj
∥∥∥∥dω >

∫ ∥∥∥∥∑
j∈I

rj(ω)xj
∥∥∥∥dω

TOME 67 (2017), FASCICULE 3



1330 Jean BOURGAIN & Mark LEWKO

applying (2.14) with 1, 2, . . . , n replaced by I, we may lower bound this as

1
C

(∫ ∥∥∥∥∑
j∈S

φ′j(ω)xj
∥∥∥∥dω − ε|S|

)
where |S| > δ(ε, C)n. Using that |I| & 1

2β, we have that

1
C

(
1
2γ − ε

)
|S| & C−3β3

(
log 1

β

)−1
|I| & C−3β4

(
log 1

β

)−1
n.

This completes the proof of Proposition 1.6 in the case that λj = 1.

3. Proposition 1.6 with coefficients

We start with the following refinement of Lemma 2.1.

Lemma 3.1. — Let φ1, φ2, . . . , φn be real-valued functions on a proba-
bility space (Ω, µ) satisfying

‖φj‖L2 = 1 and ‖φj‖L∞ 6 C(3.1) ∥∥∥∥ n∑
j=1

ajφj

∥∥∥∥
ψ2

6 C

(
n∑
j=1
|aj |2

)1/2

(3.2)

for all coefficients {aj}. In addition, let R > 10 be a large real constant,
and let Λ1,Λ2, . . . ,ΛK be a partition of the functions φ1, φ2, . . . , φn into
sets satisfying

|Λk+1| > R|Λk|.
For ε > 0, there exists subsets Sk ⊆ Λk such that |Sk| > δ(ε, C)|Λk| with the
following properties. Letting S = ∪kSk, there exists a martingale difference
sequence {θj}j∈S satisfying ‖θj‖L∞ 6 C such that:

(3.3) ‖φj − θj‖L1 6 ε.

In addition, there exists an ordering of S, say j1, j2, . . . , jn, such that

(3.4) E
[
θjs′ |θjs , s

′ < s
]

= 0.

Moreover, one may take δ(ε, C) & C−2ε2
(
log C

ε

)−1.

Proof. — We will construct each Sk ⊂ Λk by induction, using the same
approach used in the proof of Lemma 2.1. The case k = 1 can be handled
by a direct application of Lemma 2.1. We will assume throughout that
Sk′ ⊂ Λk′ has been constructed for k′ 6 k, and that

(3.5) |Sk′ | � δ(ε,M)|Λk′ | � C−2ε2
(

log C
ε

)−1
|Λk′ |.

ANNALES DE L’INSTITUT FOURIER



KACZMARZ’S PROBLEM 1331

Thus after constructing Sk′ for k′ 6 k, we have, assuming R > 10,

(3.6)
∣∣∣∣ ⋃

16k′<k
Sk′

∣∣∣∣ 6 ∑
16k′<k

δ|Λk′ | 6 δ|Λk|
∑

16k′<k
R−k

′
6 2R−1δ|Λk|.

Moreover, we will construct the elements of Sk by induction as well. Let
use denote the set of indices associated to Λk as Λk := {j ∈ [n] : φj ∈ Λk}.
Assume we have constructed t− 1 elements so far. Then, as above, the set
algebra Gt satisfies |Gt| 6 V t. In addition let J (k)

t := {js ∈ [n] : s < t, φjs ∈
Λk}. As in the proof of Lemma 2.1, we have

(3.7)

∑
j∈Λk\Jt

∥∥E[φj |Gs]
∥∥
L1

6
∑
α∈Gt

∑
j∈Λk\Jt

|〈φj , 1Ωα〉|

=
∑
α∈A

∑
j∈Λk\J (k)

t

|〈φj , 1Ωα〉|+
∑
α∈A′

∑
j∈Λk\J (k)

t

|〈φj , 1Ωα〉| .

Following (2.12), we have∑
α∈A′

∑
j∈Λk\J (k)

t

|〈φj , 1Ωα〉| . |Λk||Gt|CδV −t . Cδ|Λk|.

Similarly, following (2.11), we have

∑
α∈A

∑
j∈Λk\J (k)

t

|〈φj , 1Ωα〉| . C|Λk|1/2t1/2
√

log
(
C

ε

)
.

As before, one may take t as large as . |Λk| × C−2ε2
(
log C

ε

)−1. Selecting
the implicit universal constant in the definition of δ(ε, C) sufficiently small,
we may assume that one may take, say, t 6 10δ(ε, C)|Λk|.
On the other hand, from (3.6), we have that |

⋃
k′<k Sk′ | 6 R−1δ|Λk|.

We may thus find Sk ⊂ Λk such that

|Sk| > 10δ|Λk| − 2R−1δ|Λk| = (10− 2R−1)δ|Λk| > δ|Λk|.

This completes the proof. �

Next we record the following elementary observation, following Lemma 3
in [2].
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Lemma 3.2. — Let φ1, φ2, . . . , φn be functions uniformly bounded by
C satisfying the hypotheses of Lemma 3.1, and λ1, λ2, . . . , λn be complex
coefficients such that

n∑
j=1
|λj | = 1.

Given ε > 0 there exists a set S ⊆ [n] and a martingale differences sequence
θj1 , θj2 , . . . indexed by elements of S satisfying (2.3) and (2.4), such that∑

j∈S
|λj | & δ(C, ε) > 0.

Proof. — Let R be the constant appearing in Lemma 3.1 and δ :=
δ(C, ε). Define

Uk =
{
φk : R−k > |λk| > R−k−1}

and Uk := {k ∈ N : φk ∈ Uk} (we will use this convention of denoting an
associated index set with an overline throughout the proof). Define Ze and
Zo (respectively Ze and Zo) as

Ze :=
⋃

k even
Uk and Zo :=

⋃
k odd

Uk.

Since ∑
j∈Ze

|λj |+
∑
j′∈Zo

|λj′ | > 1.

We may find Z ∈ {Ze, Zo} satisfying∑
k∈Z

|λk| >
1
2 .

Let N denote the set of even (respectively odd) integers if Z = Ze (re-
spectively Z = Z0). Next define k0 = 0 and kj+1 = min{k > kj : |Uk| >
R|Ukj |, k ∈ N}. Taking Vk = Ujk , we have |Vk+1| > R|Vk|, which allows us
to invoke Lemma 3.1 to obtain subsets Λk ⊂ Vk such that |Λk| > δ|Vk| and
satisfying the other conclusions of the Lemma 3.1. We have

1 =
∑
j∈N

∑
kj<k6kj+1

∑
i∈Uk

|λi| 6
∑
j∈N

∑
k>kj

R−2kj+1Rδ−1|Λkj |

. δ−1R2
∑
j∈N

R−2kj |Λkj | . δ−1R2
∑
i∈Z

|λi|.

Thus, letting S =
⋃
j∈N Λkj , we have

δR−2 .
∑
i∈S
|λi|

which completes the proof. �

ANNALES DE L’INSTITUT FOURIER



KACZMARZ’S PROBLEM 1333

We now are ready to prove Proposition 1.6 with the added uniform
boundedness assumption ‖φj‖L∞ < C. This assumption will be removed
in the next section. By multiplying the system elements φj by unimodu-
lar complex numbers, it suffices to assume that the λj are non-negative
real numbers. As before, we start by assuming that φ1, φ2, . . . , φn are real-
valued functions on a probability spaces satisfying the ψ2(C) condition. Let∑n
j=1 |λj | = 1, and let S ⊆ [n] satisfy Lemma 3.2 for a choice of ε > 0 to

be specified later. Denoting the martingale difference approximations given
by the lemma as {θj}, we again have

(3.8)
∫ ∏

j∈S

(
1 + εj

C
θj(ω)

)
dω = 1

for all εj ∈ {−1, 1}. Let x1, x2, . . . , xn denote a sequence of vectors in a real
or complex normed space X and assume that φ1, φ2, . . . , φn are real-valued
functions satisfying the hypothesis of Proposition 1.6. We then have that

(3.9)

∫ ∥∥∥∥ n∑
j=1

λjrj(ω)xj
∥∥∥∥dω

>
∫ ∥∥∥∥ n∑

j=1
λjrj(ω)xj

∥∥∥∥∏
j∈S

(
1 + rj(ω)

C
θj(ω2)

)
dω dω2

>
1
C

∫ ∥∥∥∥∑
j∈S

λjθj(ω2)xj
∥∥∥∥dω2

>
1
C

(∫ ∥∥∥∥∑
j∈S

λjφj(ω)xj
∥∥∥∥dω − ε

∑
j∈S

λj

)
.

As before, in the case of a complex system {φj} we will split each function
into real and imaginary parts as φj = φ′j + iφ′′j . Given that

(3.10)
∫ ∥∥∥∥ n∑

j=1
λjφj(ω)xj

∥∥∥∥dω > β

n∑
j=1
|λj |,

without loss of generality we may assume that

(3.11)
∫ ∥∥∥∥ n∑

j=1
λjφ

′
j(ω)xj

∥∥∥∥dω > 1
2β

n∑
j=1
|λj |.

Furthermore, we may find a subset I ⊆ [n] with
∑
j∈I λj &

1
2β
∑n
j=1 λj

and such that for each S ⊆ I one has

(3.12)
∫ ∥∥∥∥∑

j∈S
φ′j(ω)xj

∥∥∥∥dω & 1
2β
∑
j∈S

λj .
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Proceeding as before, applying (3.9) with [n] replaced by I we have∫ ∥∥∥∥ n∑
j=1

λjrj(ω)xj
∥∥∥∥dω &

∫ ∥∥∥∥∑
j∈I

λjrj(ω)xj
∥∥∥∥dω

&
1
C

(∫ ∥∥∥∥∑
j∈S

λjφ
′
j(ω)xj

∥∥∥∥dω − ε
∑
j∈S

λj

)
where

∑
j∈S λj & δ(ε, C)

∑
j∈I λj &

1
2βδ(ε, C)

∑n
j=1 λj . Taking ε .

β
2 , we

may lower bound the quantity above by

C−1
(

1
2β − ε

)∑
j∈S

λj & C
−1βδ

(
β

4 , C
)
& C−3β4

(
log 1

β

)−1
.

This completes the proof of Proposition 1.6.

4. Proposition 1.6 for unbounded systems

In the proof of Proposition 1.6 given in the previous section we assumed
that the elements of the system were uniformly bounded by C. In this
section we show that this condition may be removed.
Let x1, x2, . . . xn denote points in a real or complex normed space X,

such that ‖xi‖ 6 1. Assume that

(4.1) γ

n∑
j=1
|λj | 6

∫ ∥∥∥∥ n∑
j=1
|λj |φj(ω)xj

∥∥∥∥dω.

Using the assumption that {φj} is a ψ2(C) system, we have µ [|φj | > y] .
e−y

2/C2 . Thus

γ

n∑
j=1
|λj | .

∫ ∥∥∥∥ n∑
j=1

λjφj(ω)xj
∥∥∥∥dω

.
∫ ∥∥∥∥ n∑

j=1
λjφj(ω)1{|φj |6y}xj

∥∥∥∥dω +
n∑
j=1
|λj |e−y

2/C2
.

Thus,

γ

n∑
j=1
|λj | − C ′

n∑
j=1
|λj |e−y

2/C2
.
∫ ∥∥∥∥ n∑

j=1
φj(ω)y−11{|φj |6y}xj

∥∥∥∥dω.

Selecting y �
√
C2 log(1/γ) we then have that

γ

n∑
j=1
|λj | .

∫ ∥∥∥∥ n∑
j=1

λjφj(ω)1{|φj |6y}xj
∥∥∥∥dω.
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Now the truncated system φj(ω)1{|φj |6y} is uniformly bounded by√
C2 log(1/γ) and thus one may apply the uniformly bounded case of

Proposition 1.6 proved in the previous section. This argument also shows
how the second claim of Theorem 1.9 follows from the first claim.

5. Five-fold real-valued tensor systems are Sidon

In this section we prove Theorem 1.3. For the sake of exposition, we prove
the result for real-valued systems first. The complex case, which requires
some additional technical details, will be presented in the next section.

Theorem 5.1. — Let {φj} be a OS uniformly bounded by C and sat-
isfying the ψ2(C) condition. Then the OS obtained as a five-fold tensor,
{Φj := φj ⊗ φj ⊗ φj ⊗ φj ⊗ φj}, is Sidon.

Proof. — Let φ1, φ2, . . . , φ5 denote independent copies of the system
{φi} on probability spaces Ω1,Ω2, . . . ,Ω5, respectively. Furthermore let
Ω̃ = ⊗5

s=1Ωs and let r(1)
i , r

(2)
i , r

(3)
i , r

(4)
i denote independent Rademacher

functions on a distinct probability space T. For a fixed set of coefficients
{ai} and ε > 0, applying Lemma 3.1 gives a martingale difference sequence,
{θj}, with the following properties:

(5.1)
∑
i∈A
|ai| & C−2ε2

(
log C

ε

)−1 n∑
i=1
|ai|,

for all i ∈ [n]

(5.2) ‖θi‖L∞ 6 C

and

(5.3) ‖φi − θi‖L1 6 ε.

For 0 < δ < 1 and αi ∈ [−1, 1], define

µ(α,δ) :=
∫
T

∏
i∈A

(
1 + δαir

(1)
i θi(x1)

)∏
i∈A

(
1 + δαir

(2)
i r

(1)
i θi(x2)

)
×
∏
i∈A

(
1 + δαir

(3)
i r

(2)
i θi(x3)

)
×
∏
i∈A

(
1 + δαir

(3)
i r

(4)
i θi(x4)

)∏
i∈A

(
1 + δαir

(4)
i θi(x5)

)
dω.
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Expanding out the product, and defining νS(x) :=
∏
i∈S θi(x), we see that

(5.4)

µ(α,δ) =
∑
S⊆A

δ|S|
∏
i∈S

αi
∏
i∈S

θi(x1) . . . θi(x5)

=
∑
S⊆A

δ|S|
∏
i∈S

αi

5⊗
j=1

νS(xj).

Note the use of Rademacher functions in the definition of µ(α,δ) leads to
the elimination of certain terms involving products of the functions θi’s in
the expression above. Assuming δ is sufficiently small depending on C we
clearly have that

(5.5) ‖µ(α,δ)‖L1(Ω̃) = 1.

To each subset S ⊆ A we may associate a Walsh function on, say, the
probability space T in the usual manner. In particular, let r1, r2, . . . , rm
denote a system of Rademacher functions on T and form the associated
Walsh system element associated to S by WS(y) :=

∏
i∈S ri(y). Given f

such that ‖f‖L∞x 6 C, observe that∣∣∣∣∣ ∑
S⊆A

C−2|S|WS(y)〈νS , f〉

∣∣∣∣∣ 6
∥∥∥∥∥∏
i∈A

(
1 + C−2ri(y)θi(x)

) ∥∥∥∥∥
L1
x

= 1

where we have used |C−2θi(x)f(x)| 6 1. Since the function of y defined by
the expression on the left above is uniformly bounded by 1 and thus has
L2(T) norm at most 1, Bessel’s inequality gives us that

(5.6)
∑
S⊆A

C−4|S||〈νS , f〉|2 6 1.

Using (5.4), we have that

〈µ(α,δ),Φi〉 = δ
∑
j∈A

αj |〈θj , φi〉|5 +
∑
S⊆A
|S|>2

δ|S|
∏
j∈S

αj |〈νS , φi〉|5.

We will estimate each of these terms separately. We start by estimating the
second using (5.6). Provided C8δ2 < 1, this gives∑

S⊆A
|S|>2

δ|S|
∏
j∈S

αj |〈νS , φj〉|5 6 C8δ2.

We now consider the first term. By orthogonality and (5.3) we have that

|〈θj , φi〉|5 6 |〈θj , φi〉|2 (〈φj , φi〉+ ε)3
.
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From this and (5.6) we have, for i /∈ A, that∑
j∈A
|αj |〈θj , φi〉|5 6

∑
j∈A
|〈θj , φi〉|5 6 C4ε3.

For i ∈ A, using again (5.6), we have that

(5.7)

∣∣∣∣∣∑
j∈A

αj |〈θj , φi〉|5 − αi |〈θi, φi〉|5
∣∣∣∣∣ 6 C4ε3.

Finally we have

(5.8) |〈φi, θi〉| > 〈φi, φi〉 − |〈φi, φi − θi〉| > 1− Cε.

Setting αj = sign(aj) for j ∈ A, the preceding estimates imply〈
n∑
i=1

aiΦi, µ(α,δ)

〉

> δ
∑
i∈A
|ai|〈θi, φi〉5 − δ

(∑
i∈A
|ai|

)
ε3 − δ

(∑
i/∈A

|ai|

)
ε3 − δ2

n∑
i=1
|ai|.

Using (5.8), provided ε . C−1, we have that〈
n∑
i=1

aiΦi, µ(α,δ)

〉
> δ

(
1
2
∑
i∈A
|ai| − C4ε3

n∑
i=2
|ai| − C8δ

n∑
i=1
|ai|

)
.

Recalling (5.1), we have that the quantity above is

> δ

(
1
2C

2ε2
(

log C
ε

)−1
− C4ε3 − C8δ

)
n∑
i=1
|ai|.

The result follows by an appropriate choice of δ and ε.

Remark 5.2. — If we replace the five-fold with a four-fold tensor in the
preceding argument, the ε3 term in the previous display would be replaced
by a factor of ε2 which would not be sufficient to conclude the proof.

6. Five-fold complex-valued tensor systems are Sidon

In this section we will develop a complex analog of the previous argument.
This requires some additional notation. First let us denote the real and
imaginary part of φj as φj = φ′j + iφ′′j . Given a sequence of complex scalars
αj let θ′j and θ′′j denote respective martingale difference approximations
satisfying (5.1), (5.2), and (5.3). Define real numbers aj and bj by aj+ibj :=
sign(αj).
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Consider the 25 5-tuples of real and imaginary parts of system elements,
θ′j and θ′′j . Call this set T . In a slight abuse of notation, it will be convenient
to think of T = {′,′′ }5 as specifying a choice of either θ′j or θ′′j in each of
five coordinates. With this convention, for t = (t1, t2, . . . , t5) ∈ T define
ν

(ts)
S =

∏
i∈S θ

(ts)
i (x). For each t ∈ T we also define

(6.1)

µ
(t)
(β(t),δ) =

∑
S⊆A

δ|S|
∏
i∈S

βi
∏
i∈S

θ
(t1)
i (x1) . . . θi(x5)(t5)

=
∑
S⊆A

δ|S|
∏
i∈S

β
(t)
i

5⊗
s=1

ν
(ts)
S (xs).

As before, if δ 6 C−1 we have ‖µ‖L∞ = 1. Next we will define 2 × 25

sequences of real numbers β(t)
j and ρ

(t)
j , indexed by t ∈ T . We let these

sequences be specified by the relation

(6.2) (aj + ibj)
5∏
s=1

(
(θ′j(xs) + iθ′′j (xs)

)
=
∑
t∈T

(
β

(t)
j

5∏
s=1

θ
(ts)
j (xs) + iρ

(t)
j

5∏
s=1

θ
(ts)
j (xs)

)
.

We then have

µ(δ) = 1
26

(∑
t∈T

µ
(t)
(β(t),δ) + i

∑
t∈T

µ
(t)
(ρ(t),δ)

)

= 1
26

(∑
t∈T

∑
S⊆A

δ|S|
∏
j∈S

β
(t)
j

5⊗
s=1

ν
(ts)
S (xs)

+ i
∑
t∈T

∑
S⊆A

δ|S|
∏
j∈S

ρ
(t)
j

5⊗
s=1

ν
(ts)
S (xs)

)
.

As before, for δ 6 C−1, we have ‖µ(δ)‖L∞ 6 1. Given ‖f‖L∞ 6 C, we have
that∣∣∣∣∣ ∑

S⊆A

C−2|S|WS(y)〈ν(ts)
S , f〉

∣∣∣∣∣ 6
∥∥∥∥∥∏
i∈A

(
1 + C−2ri(y)θ(ts)

i (x)
)∥∥∥∥∥

L1
x

= 1

which implies

(6.3)
∑
S⊆A

C−4|S|
∣∣∣〈ν(ts)

S , f〉
∣∣∣2 6 1.
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Using (6.2) one has

(6.4) 〈µ(δ),Φi〉 = δ
∑
j∈A

(aj + ibj)〈θ′j(xs) + iθ′′j (x), φi(xs)〉5

+
∑
S⊆A
|S|>2

δ|S|
∏
j∈S

(aj + ibj)〈θ′j(xs) + iθ′′j (xs), φi(xs)〉5.

It follows from (6.3) that, for sufficiently small δ,∑
S⊆A
|S|>2

δ|S|
∣∣〈θ′j(xs), φi(xs)〉∣∣2 6 C8δ2,

and similarly with θ′j(xs) replaced by θ′′j (xs). Combining this with the
trivial estimate

〈θ′j(xs) + iθ′′j (x), φi(xs)〉5 6 25 ∣∣〈θ′j(xs), φi(xs)〉∣∣5 +
∣∣〈θ′j(xs), φi(xs)〉∣∣5

allows us to estimate the second term on the right of (6.4) as∑
S⊆A
|S|>2

δ|S|
∏
j∈S

(aj + ibj)〈θ′j(xs) + iθ′′j (xs), φi(xs)〉5 . C8δ2.

We now consider the first term on the right side of (6.4). By orthogonality
we have that

(6.5)
∣∣〈θ′j(xs) + iθ′′j (xs), φi(xs)〉

∣∣5
6
∣∣〈θ′j(xs) + iθ′′j (xs), φi(xs)〉

∣∣2 (〈φj , φi〉+ 2ε)3
.

Hence, if i /∈ A we have∣∣∣∣∣∑
j∈A

(aj + ibj)〈θ′j(xs) + iθ′′j (x), φi(xs)〉5
∣∣∣∣∣ . C4ε3.

On the other hand, if i ∈ A,∣∣∣∣∣∑
j∈A

(aj+ ibj)〈θ′j(xs)+ iθ′′j (x), φi(xs)〉5− (ai+ ibi)〈θ′i(xs)+ iθ′′i (x), φi(xs)〉5
∣∣∣∣∣

. C4ε3.
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Recalling that (aj + ibj) = sign(αj) and letting c1, c2, . . . denote universal
constants, using the expansion given in (6.4) we have that〈

n∑
i=1

αiΦi, µ(δ)

〉

> δ
∑
j∈A
|αj |〈θj , φj〉5− c1δ

(∑
j∈A
|αj |

)
ε3− c1δ

(∑
j /∈A

|αj |

)
ε3− c1δ2

n∑
j=1
|αj |.

Using (5.8), which also holds in the complex case, provided ε is sufficiently
small this gives that〈

n∑
i=1

aiΦi, µ(δ)

〉
> δ

(
1
2
∑
i∈A
|αi| − c2C4ε3

n∑
i=2
|αi| − c2C8δ

n∑
i=1
|αi|

)
.

Recalling (5.1), we have that the quantity above is

> δ

(
c3C

2ε2
(

log C
ε

)−1
− c4C4ε3 − c4C8δ

)
n∑
j=1
|αj |.

Again, an appropriate choice of δ and ε completes the proof. �

7. Tensor-Sidon implies Rademacher–Sidon

The purpose of this section is to prove Theorem 1.4, namely:

Proposition 7.1. — Let {φi} denote a complex OS uniformly bounded
byM such that the k-fold tensored system {⊗ks=1φs} is Rademacher–Sidon.
Then {φi} has the Rademacher–Sidon property.

Let k > 2. If {⊗ki=1φi} is Rademacher–Sidon we have that∫ ∥∥∥∥ n∑
i=1

aigi(ω)
k∏
i=1

φi(xi)
∥∥∥∥
L∞(Ω̃)

dω > c
n∑
i=1
|ai|.

We then claim that∫ ∥∥∥∥ n∑
i=1

aigi(ω)φi(x)
∥∥∥∥
L∞(Ω)

dω &
∫ ∥∥∥∥ n∑

i=1
aigi(ω)

k∏
i=1

φi(x)
∥∥∥∥
L∞(Ω̃)

dω.

Recognizing that each side can be interpreted as the expectation of the
supremum of a Gaussian processs, this inequality follows from the com-
plex version of Slepian’s comparison lemma (see Proposition 11.3 in the
appendix) once one has established the following lemma.
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Lemma 7.2. — In the notation above we have(
n∑
i=1
|ai|2

∣∣∣∣ k∏
s=1

φi(xs)−
k∏
s=1

φi(x′s)
∣∣∣∣
)1/2

6
√
k

(
k∑
s=1

n∑
i=1
|ai|2 |φi(xs)− φi(x′s)|

2
)1/2

.

Proof. — Using the elementary inequality for complex numbers of mod-
ulus at most 1,

∣∣∣∏k
i=1 ai −

∏k
i=1 bi

∣∣∣ 6∑k
i=1 |ai − bi|, we have that

(
n∑
i=1
|ai|2

∣∣∣∣ k∏
s=1

φi(xs)−
k∏
s=1

φi(x′s)
∣∣∣∣
)1/2

6Mk−1
k∑
s=1

(
n∑
i=1
|ai|2 |φi(xs)− φi(x′s)|

2
)1/2

.

An application of the Cauchy–Schwarz inequality shows the inequality
above is

6
√
k

(
k∑
s=1

n∑
i=1
|ai|2 |φi(xs)− φi(x′s)|

2
)1/2

. �

It follows that∫ ∥∥∥∥∥
n∑
i=1

aigi(ω)φi

∥∥∥∥∥
L∞(Ω)

dω &M c

n∑
i=1
|ai|.

One can replace the Gaussian random variables with Rademacher functions
using a truncation argument (and the contraction principle), in a similar
manner to the argument given in Section 4. Alternatively, one may apply
Proposition 1.6. This completes the proof.

8. ψ2 averages: Theorem 1.9

In this section we present an alternate approach to Proposition 1.6 based
on more sophisticated tools from the theory of stochastic processes. In
order to state these results we recall some notation. Let X denote a metric
space with distance d(t, s). Given a subset E ⊆ X, we denote Talagrand’s
functional τ(E , d). We refer the reader to Chapter 2 of [20] (in particular
Definition 2.2.19), where this quantity is denoted γ2(T, d), for a discussion
and definition of this quantity. Moreover, we say that a stochastic process
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Xt indexed by a subset of a metric space E ⊆ X is centered if
∫
Xt dµ = 0

for each t ∈ E , and is subgaussian (with constant C > 0) if it satisfies the
inequality

(8.1) µ (|Xt −Xs| > λ) 6 Ce
(
− λ2

Cd(t, s)2

)
.

We may now recall Preston’s theorem (see Theorem 3, in [13]). A discus-
sion/proof of the fact that the functional used in the statement of Theo-
rem 3 of [13] is equivalent to Talagrand’s functional as defined in [20] can
be found in [19]. Also note that in the centered case this result is presented
as Theorem 2.2.18 in [20].

Proposition 8.1. — Let Xt be a subgaussian real-valued process in-
dexed by elements of a metric space X with distance d(t, s). Then∫

sup
t∈T
|Xt|dµ . Cτ(E , d).

On the other hand we have the following (see Lemma 3.2.6 in [20]) com-
plex version of the Majorizing measure theorem:

Proposition 8.2. — Let Xt denote a complex-valued process such that
<Xt and =Xt are Gaussian processes with respect to the metrics d<(s, t) =(∫
|<Xs −<Xt|dµ

)1/2 and d=(s, t) =
(∫
|=Xs −=Xt|dµ

)1/2. Given the
distance function d(s, t) =

(∫
|Xs −Xt|dµ

)1/2, one has that

τ(E , d) .
∫

sup
t∈E
|Xt|dµ.

Combining these results gives the following (a real-valued version of this
inequality appears in the work of the first author [3]):

Corollary 8.3. — Let φ1, φ2, . . . , φn be a sequence of functions on a
probability space (Ω, µ) satisfying the ψ2(C) condition and let g̃1, g̃2, . . . , g̃n
denote a sequence of independent complex-valued Gaussian random vari-
ables. Furthermore, let E ⊂ Cn. Then,∫

sup
a∈E

n∑
j=1

ajφj dµ . C
∫

sup
a∈E

n∑
j=1

aj g̃j dµ.

Proof. — For t = (t1, . . . , tn) ∈ E , define

Xt =
n∑
i=1

tiφi.

It follows from the ψ2(C) condition on the functions φ1, φ2, . . . , φn (see
Lemma 16 from [6]) that the process Xt satisfies (8.1). It easily follows that
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the real and imaginary parts of the process Xt are subgaussian processes
with respect to the same distance d(t, s). In other words

(8.2)
µ (|<Xt −<Xs| > λ) 6 Ce

(
− λ2

Cd(t, s)2

)
and µ (|=Xt −=Xs| > λ) 6 Ce

(
− λ2

Cd(t, s)2

)
.

It then follows from Proposition 8.1 that

(8.3)
∫

sup
t∈E

Xt 6
∫

sup
t∈E
|<Xt|dµ+

∫
sup
t∈E
|=Xt|dµ . Cτ(E , d).

On the other hand, from Proposition 8.2 we have

(8.4) τ(E , d) .
∫

sup
a∈E

n∑
j=1

aj g̃j dµ.

Combining (8.3) and (8.4) completes the proof. �

We will also require the recent result of Bednorz and Latała [1] charac-
terizing bounded Bernoulli processes. Given a subset E ⊆ Cn we define the
Bernoulli process

(8.5) B(E) :=
∫

sup
t∈E

n∑
j=1

tjrj(ω) dω.

Let G(T ) denote the associated complex Gaussian process. In other words
G(T ) is defined to be the quantity (8.5) with the the Rademacher func-
tions replaced by independent normalized complex-valued Gaussians. The
theorem of Bednorz and Latała states the following.

Theorem 8.4. — Given a set E ⊆ Cn with B(E) < ∞, there exists a
decomposition E ⊆ E1 + E2 such that

(8.6) sup
t∈E1

n∑
j=1
|tj | . B(E)

(8.7) G(E2) . B(E)

where the implied constants are universal.

Strictly speaking, Bednorz and Latała state their result for real-valued
processes however the complex version follows by considering real and imag-
inary parts. Theorem 1.9 will follow from the following proposition by tak-
ing E := {λiy(xi) : y ∈ X∗, ‖y‖ 6 1} where X∗ is the dual space of X.
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Proposition 8.5. — Let φ1, φ2, . . . , φn be a ψ2(C) system uniformly
bounded by M and E ⊆ Cn. Then

(8.8)
∫

sup
t∈E

∣∣∣∣ n∑
j=1

tjφj(ω)
∣∣∣∣ dω .MC

∫
sup
t∈E

∣∣∣∣ n∑
j=1

tjrj(ω)
∣∣∣∣dω.

Proof. — Let E1 and E2 be as given in Theorem 8.4. We have that∫
sup
t∈E

∣∣∣∣ n∑
j=1

tjφj(ω)
∣∣∣∣dω 6 ∫ sup

t∈E1

∣∣∣∣ n∑
j=1

tjφj(ω)
∣∣∣∣dω+

∫
sup
t∈E2

∣∣∣∣ n∑
j=1

tjφj(ω)
∣∣∣∣dω.

Applying Corollary 8.3 and then Theorem 8.4 we may bound the above
quantity as

. C
∫

sup
t∈E1

∣∣∣∣ n∑
j=1

tj g̃j(ω)
∣∣∣∣dω + sup

t∈E2

n∑
j=1
|tj | .MC

∫
sup
t∈E

∣∣∣∣ n∑
j=1

tjrj(ω)
∣∣∣∣dω.

This completes the proof. �

9. A Counterexample: Theorem 1.2

The purpose of this section is to prove Theorem 1.2. We start with the
following elementary fact:

Lemma 9.1. — Let 10 < n, p be positive real numbers. Then√
lognn−1/p 6

√
p.

Proof. — The claim is equivalent to √pn1/p >
√

logn, or pn2/p > logn.
Taking logarithms, this inequality is equivalent to log p+ 2

p logn > log logn.
For a fixed n, the minimum of the left hand side occurs when 1

p−
2
p2 logn =

0, or p = 2 logn. Thus we have

log p+ 2
p

logn > log logn+ log 2 + 1 > log logn,

which establishes the claim. �

Next we estimate the Λ(p) constant of the first n elements of the Walsh
system. Here, as above,Wi denotes the i-th Walsh function on the unit unit
interval [0, 1], which we’ll denote as Ω1, in the standard (Paley) ordering.

Lemma 9.2. — In the notation above, we have that
√

logn√
n

∥∥∥∥ n∑
i=1

aiWi

∥∥∥∥
p

.
√
p

(
n∑
i=1
|ai|2

)1/2

.
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Proof. — By the Hölder’s inequality we have that

√
logn√
n

∥∥∥∥ n∑
i=1

aiWi

∥∥∥∥
p

6

√
logn√
n

n1/p′−1/2(
n∑
i=1
|ai|2)1/2

6
√

lognn−1/p

(
n∑
i=1
|ai|2

)1/2

.

Applying Lemma 9.1 completes the proof. �

For a fixed large n, let σi ∈ {−1,+1} be chosen such that

(9.1)
∥∥∥∥ n∑
i=1

σiWi

∥∥∥∥
L∞(Ω1)

6 6
√
n.

In other words,
∑n
i=1 σiWi is a Walsh Rudin–Shapiro polynomial. The

existence of the coefficients σi is guaranteed, for instance, by Spencer’s
“six standard deviations suffice” theorem (see the use of Theorem 1 in
Section 5 of [17]). Alternately, one can take {Wi}Nn=1 to be the first n
exponentials and select σi such that

∑n
i=1 σiWi is a classical Rudin–Shapiro

polynomial ([15]). Next let ri denote independent Rademacher functions on
Ω2. Furthermore define

Ψ :=
(

1 + logn
n

)−1
1 + logn

n2

(
n∑
i=1

ri

)2
 ,

where
∫

Ω Ψ dµ = 1. We now define a system of orthogonal functions
φ0, φ1, . . . , φn on the measure space (Ω,Ψ dµ) where Ω = Ω1 × Ω2. For
1 6 i 6 n define

φi := 1√
Ψ
(

1 + logn
n

) (ri − √logn√
n

σiWi

)

where ‖φi‖L∞ 6 1× (1 +
√

logn√
n

) 6 2. Next define

φ0 := 1√
Ψ
(

1 + logn
n

)
(√

logn
n

n∑
i=1

ri + 1√
n

n∑
i=1

σiWi

)
.
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Using that
1√

Ψ
(

1 + logn
n

) 6 1

1√
Ψ
(

1 + logn
n

)√logn
n

n∑
i=1

ri 6 1

and ∣∣∣∣ 1√
n

n∑
i=1

σiWi

∣∣∣∣ 6 6 (by (9.1))

for sufficiently larger n, we then have that

‖φ0‖L∞ 6 1 + 6 6 7.

We now verify that this system satisfies orthonormality relations. For 1 6
i 6 n ∫

Ω
|φi|2Ψ dµ =

∫
Ω

1
Ψ

(
1 + logn

n

)−1(
ri −

√
logn√
n

σiWi

)2

Ψ dµ

=
(

1 + logn
n

)−1(
1 + logn

n

)
= 1.

For 1 6 i, j 6 n and i 6= j we have∫
Ω
φiφjΨ dµ

=
∫

Ω

1
Ψ

(
1 + logn

n

)−1(
ri −

√
logn√
n

σiWi

)
×
(
rj −

√
logn√
n

σjWj

)
Ψ dµ

=
(

1 + logn
n

)−1 ∫
Ω

(
ri −

√
logn√
n

σiWi

)
×
(
rj −

√
logn√
n

σjWj

)
dµ

= 0.

Next we consider φ0. We have∫
Ω
|φ0|2Ψ dµ =

(
1 + logn

n

)−1 ∫
Ω

(√
logn
n

n∑
i=1

ri + 1√
n

n∑
i=1

σiWi

)2

dµ

=
(

1 + logn
n

)−1(
1 + logn

n

)
= 1.
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For 1 6 i 6 n, we have

∫
Ω
φ0φiΨ dµ =

(
1 + logn

n

)−1 ∫
Ω

(√
logn
n

n∑
i=1

ri + 1√
n

n∑
i=1

σiWi

)

×
(
ri −

√
logn√
n

σiWi

)
dµ

=
(

1 + logn
n

)−1(√logn√
n
−
√

logn√
n

)
= 0.

This completes the verification that the construction gives a uniformly
bounded OS. Next we verify the ψ2(C) condition.

Lemma 9.3. — The OS φ0, φ1, . . . , φn satisfies the ψ2(C) condition for
some fixed C independent of n.

Proof. — Let p > 2, and
∑n
i=1 |ai|2 = 1. We have

∥∥∥∥ n∑
i=1

aiφi

∥∥∥∥
Lp

=
(∫

Ω

|
∑n
i=1 aiφi|p

|Ψ|p/2
Ψ dµ

)1/p
6

(∫
Ω
|
n∑
i=1

aiφi|p dµ
)1/p

. ‖a0ψ0‖Lp(Ω) +
∥∥∥∥ n∑
i=1

airi

∥∥∥∥
Lp(Ω1)

+
√

logn√
n

∥∥∥∥ n∑
i=1

aiσiWi

∥∥∥∥
Lp(Ω2)

.

Estimating the first term trivially, the second term using Khintchine’s in-
equality, and the third using Lemma 9.2 gives us that∥∥∥∥ n∑

i=1
aiφi

∥∥∥∥
Lp(Ω)

.
√
p.

This completes the proof. �

Finally, we show that these systems are not uniformly Sidon in n.

Lemma 9.4. — There exists coefficients {a0, a1, . . . , an} with unit `1
norm, such that ∥∥∥∥ n∑

i=0
aiφi

∥∥∥∥
L∞(Ω)

.
1√

logn
.
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Proof. — Set a0 = − 1√
logn

and ai = 1
n , for 1 6 i 6 n. Then∣∣∣∣∣− 1√

logn
ψ0 + 1

n

n∑
i=1

aiφi

∣∣∣∣∣
= 1√

Ψ

(
1 + logn

n

)−1/2

×

∣∣∣∣∣− 1
n

n∑
i=1

ri + 1
n

n∑
i=1

ri −
1√

n logn

n∑
i=1

σnWn + logn
n3/2

n∑
i=1

σnWn

∣∣∣∣∣
6

(
1√

logn
+ logn

n

) ∣∣∣∣∣ 1√
n

n∑
i=1

σnWn

∣∣∣∣∣ . 1√
logn

where we have used (9.1). �

This completes the proof of Theorem 1.2.

10. Some related problems

In this section we record some problems raised by this work.

Problem 10.1. — Does there exists a constant γ := γ(M,C, ε) such
that for any OS of size n, uniformly bounded by M , and satisfying the
ψ2(C) condition, there exists a subset A ⊆ [n] with |A| > (1 − ε)n such
that ∥∥∥∥∑

j∈A
ajφj

∥∥∥∥
L∞
> γ

∑
j∈A
|aj | ?

Problem 10.2. — Is the two, three, or four-fold tensor of a uniformly
bounded ψ2(C) orthonormal system Sidon?

Problem 10.3. — Are all orthonormal ψ2(C) averages equivalent? In
other words, if φ1, φ2, . . . , φn are uniformly bounded, orthonormal and
ψ2(C) can the inequality (1.5) be reversed?

Problem 10.4. — Is a uniformly bounded ψ2(C) OS a finite union of
Sidon systems?

Problem 10.5. — Let x1, x2, . . . , xn be a set of unit vectors in a Banach
space X. Assume that

γ

n∑
i=1
|λi| 6

∫ ∥∥∥∥ n∑
i=1

λiri(ω)xi
∥∥∥∥dω
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for all scalar sequences {λi} and γ > 0. Does there exists a M := M(γ)
and β := β(γ) > 0 such that {1, 2, . . . , n} may be partitioned into M sets
{Aj}Mj=1 such that

β
∑
i∈Aj

|λi| 6
∥∥∥∥ ∑
i∈Aj

λixi

∥∥∥∥ ?

Note added. — G. Pisier has recently proven that the two-fold tensor
of a ψ2(C) orthonormal system is Sidon providing an affirmative solution
to Problem 10.2. See [11]. In addition, Pisier has shown that that weaker
hypothesis of Rademacher–Sidonicity implies that the four-fold tensor is
Sidon. This raises the problem of deciding if Rademacher–Sidonicity im-
plies that the three or two-fold tensor is Sidon. This would follow from an
affirmative answer to Problem 10.3.

11. Appendix

This appendix contains a number of results needed elsewhere in this
paper which are well-known but for which we were unable to locate a proper
reference.

First we need a complex variant of Slepian’s comparison lemma. Let us
recall the standard real version.

Lemma 11.1. — Let Xt and Yt be real Gaussian process such that, for
all s, t, one has

E|Xs −Xt|2 6 E|Ys − Yt|2.
Then

E sup
t∈T

Xt 6 E sup
t∈T

Yt.

We start by introducing some additional notation. Let Zt denote a com-
plex Gaussian process and Z ′t an independent copy of Zt. Define

Z̃t := <[Zt] + =[Z ′t].

For technical reasons the real-valued Gaussian process Z̃t is, at times, more
convenient to work with than Zt. The next lemma shows that the expec-
tations of the suprmemum of these two processes are comparable.

Lemma 11.2. — In the notation above we have

E sup
t∈T
|Zt| . E sup

t∈T
|Z̃t| . E sup

t∈T
|Zt|.
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Proof. — Clearly E supt∈T |Zt| is greater than both E supt∈T |<Zt| and
E supt∈T |=Zt|. We claim that E supt∈T |Z̃t| majorizes both of these quan-
tities as well. Indeed

E sup
t∈T

∣∣Z̃t∣∣ = Eω1Eω2 sup
t∈T
|<[Zt] + =[Z ′t]|

> Eω1 sup
t∈T
|<[Zt] + Eω2=[Z ′t]| > E sup

t∈T
|<Zt| .

An analogous argument shows that E supt∈T
∣∣Z̃t∣∣ > E supt∈T |=Zt|. We

now have that

E sup
t∈T
|Zt| 6 E sup

t∈T
|<[Zt]|+ E sup

t∈T
|=[Zt]| 6 2E sup

t∈T

∣∣Z̃t∣∣ .
This establishes the first inequality. Similarly, using the definition of Xt,
we have

E sup
t∈T

∣∣Z̃t∣∣ 6 E sup
t∈T
|<[Zt]|+ E sup

t∈T
|=[Zt]| 6 2E sup

t∈T
|Zt| .

This completes the proof. �

Proposition 11.3. — Let Zt and Wt be Gaussian process such that

E|Zs − Zt|2 6 E|Ws −Wt|2.

Then

E sup
t∈T

Zt . E sup
t∈T
|Wt|.

Proof. — By Lemma 11.2 we have

E sup
t∈T

Zt . E sup
t∈T
|Z̃t|.

Applying the Seplian’s Lemma 11.1 to Z̃t and W̃t we have the above is

6 E sup
t∈T
|W̃t|.

Applying Lemma 11.2 we may further bound this by

E sup
t∈T
|Wt|.

This completes the proof. �
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